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Abstract 

This study aims to analyze lecturers' sentiments toward the performance allowance policy at public universities 
by applying the Naive Bayes algorithm. The data used consisted of 607 records collected through data crawling 
using Tweet-Harvest; however, after preprocessing, only 259 data points remained. For the initial labeling 
process, a simple sentiment analysis was performed to classify the data as either positive or negative sentiment. 
The labeling results showed a dominance of negative sentiment at 94.57%, while positive sentiment accounted 
for only 5.43%, reflecting a high level of dissatisfaction among lecturers regarding the policy's implementation. 
The Naive Bayes model was trained using a data split of 80% for training and 20% for testing. The model 
evaluation demonstrated an accuracy of 83.78%, with an F1-Score of 90.32% for negative sentiment and 
50.00% for positive sentiment. The confusion matrix indicated that the prediction of negative sentiments was 
highly accurate, while the prediction of positive sentiments still needs improvement due to the imbalance in the 
data distribution. The results of this study indicate that the Naive Bayes algorithm is quite effective in classifying 
lecturers' opinions regarding the Tukin policy, particularly in detecting negative sentiments. 
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1. PENDAHULUAN 
Perguruan tinggi negeri (PTN) di Indonesia telah mengalami berbagai reformasi, salah 

satunya adalah pemberlakuan sistem Tunjangan Kinerja (Tukin) bagi dosen. Kebijakan ini 
bertujuan untuk meningkatkan kinerja dosen, baik dalam bidang pendidikan, penelitian, 
pengabdian kepada masyarakat, maupun administrasi akademik[1]. Tukin dinilai sebagai 
instrumen motivasional dalam mempercepat tercapainya standar mutu pendidikan tinggi [2]. 
Namun, implementasi Tukin di kalangan dosen tidak lepas dari berbagai kontroversi. Beberapa 
penelitian menunjukkan adanya ketidakpuasan terkait ketidakadilan distribusi, ketidakjelasan 
indikator kinerja, serta beban administratif yang meningkat [3].  

Seiring perkembangan media sosial, sentimen dosen terhadap kebijakan ini kini dapat 
dipetakan melalui analisis sentimen. Sentimen analisis adalah pendekatan berbasis data yang 
digunakan untuk mengidentifikasi sikap subjektif terhadap suatu isu [4],[5]. Sentimen analisis 
diklasifikasi ke dalam kategori positif, negatif, atau netral [6]. Metode yang digunakan dapat 
berbasis lexicon [7], machine learning [8], maupun deep learning [9]. 

Beberapa penelitian yang telah dilakukan terkait dengan analisis sentimen diantaranya 
peneliti yang membahas program kampus merdeka menghasilkan perolehan klasifikasi sentimen 
positif sebanyak 272 opini dan 229 sentimen negatif dengan rata-rata akurasi 60%, presisi 64%, 
recall 58% dan f1-score 58 [10], Penelitian analisis sentimen lainnya yang dilakukan terhadap 
pembelajaran daring dengan metode yang sama menghasilkan 30% sentimen positif, 69% 
sentimen negatif, dan 1 % netral [11], serta penelitian lainnya yang menggunakan metode yang 
sama tahun 2023 dengan analisis sentimen terkait dengan pemindahan ibu kota negara baru  
menghasilkan nilai akurasi sebesar 99,12%, recall untuk hasil negatif sebesar 98,37% dan positif 
99,71%, kemudian untuk precision untuk hasil negatif sebesar 99,63%, dan 99,72% untuk hasil 
positif [12]. 

Dari beberapa penelitian sebelumnya yang telah dilakukan dengan menggunakan metode 
yang sama yaitu naïve bayes, penelitian ini juga bertujuan untuk menganalisis sentimen dosen 
terhadap kebijakan Tukin di PTN menggunakan metode yang sama. Metode naive bayes memiliki 
kelebihan dibandingkan metode klasifikasi lainnya, yaitu memiliki kecepatan dan akurasi yang 
tinggi ketika diaplikasikan ke dalam basis data yang besar serta beragam [13]. 
 
2. METODE PENELITIAN 
 Terdapat beberapa tahapan yang dilakukan pada penelitian ini, yaitu pengumpulan data, 
preprocessing data, klasifikasi, ekstrasi data, evaluasi. Berikut tahapan yang digambarkan pada 
Gambar 1. 
 

 
Gambar 1. Tahapan Penelitian 
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2.1. Pengumpulan Data 
Data yang digunakan yaitu data yang diperoleh dari media sosial x menggunakan teknik 

Crawling. Teknik Crawling adalah proses yang dilakukan oleh sebuah program komputer untuk 
mengumpulkan data dari berbagai sumber[14]. Data diambil dari media sosial x pada tanggal 25 
April 2025 menggunakan Tweet-Harvest, yang merupakan sebuah alat berbasis playwright yang 
digunakan untuk mengumpulkan data x secara otomatis menggunakan bahasa pemrograman 
python yang diintegrasi ke Google Colab [15].  Data yang diperoleh dari hasil crawling dengan kata 
kunci “tukin dosen” adalah sebanyak 607 Data. Selanjutnya, data mentah tersebut disimpan dalam 
format CSV agar mudah diolah dan dianalisis. Data ini kemudian melalui tahap pra-pemrosesan, 
seperti pembersihan teks dan penghapusan duplikasi, sebelum digunakan dalam analisis lebih 
lanjut. 

 
2.2. Preprocessing Data 

Selanjutnya adalah pembersihan data sebelum diklasifikasikan. Data mentah diolah untuk 
digunakan sebagai model dalam pembelajaran mesin melalui serangkaian tahapan dalam 
preprocessing data berupa data cleansing, tokenization, stopwords removal, dan normalization [12] 
menggunakan aplikasi RapidMiner. RapidMiner adalah platform yang menyediakan lingkungan 
terintegrasi untuk persiapan data, pembelajaran mesin, pembelajaran dalam penambangan teks, 
dan analisis prediktif [16]. 
 
2.3. TF-IDF 

TF-IDF digunakan untuk mengetahui frekuensi dari istilah tertentu pada sebuah kata dalam 
dokumen (sekumpulan teks yang terstruktur) [10]. Metode ini tidak hanya menghitung 

banyaknya kemunculan suatu kata (term frequency), tetapi juga memperhitungkan seberapa 

penting kata tersebut dalam keseluruhan dokumen dengan memperhitungkan inverse document 

frequency. Dengan demikian, kata-kata umum yang sering muncul di banyak dokumen, seperti 

“dan” atau “yang”, akan memiliki bobot rendah, sedangkan kata-kata spesifik yang lebih jarang 

muncul akan memiliki bobot lebih tinggi. Pendekatan ini sangat berguna untuk representasi teks 

sebelum dilakukan analisis atau klasifikasi. 

2.4. Klasifikasi 
Proses klasifikasi dilakukan untuk mengelompokkan data teks hasil preprocessing ke dalam 

kategori sentimen positif atau negatif. Klasifikasi dilakukan menggunakan algoritma Naive Bayes 
yang merupakan salah satu algoritma supervised learning yang populer dalam analisis sentimen 
dan klasifikasi teks. Naive Bayes bekerja berdasarkan prinsip teorema Bayes dengan asumsi 
independensi antar fitur, sehingga perhitungan probabilitas dapat dilakukan dengan lebih 
sederhana namun tetap efektif. Keunggulan algoritma ini adalah efisiensi komputasi, kemudahan 
implementasi, dan performa yang cukup baik bahkan pada dataset yang besar. Oleh karena itu, 
Naive Bayes sering dijadikan baseline dalam penelitian analisis sentimen. 

2.5. Evaluasi 
Tahapan terakhir yaitu evaluasi cross validation, untuk menilai keakuratan sebuah model. 

Metode ini membagi data menjadi beberapa lipatan (fold), kemudian setiap lipatan secara 
bergantian digunakan sebagai data uji, sedangkan sisanya sebagai data latih. Teknik ini membantu 
mengurangi bias dan variansi dalam penilaian performa model, sehingga hasil evaluasi menjadi 
lebih andal. Selain itu, metrik evaluasi seperti accuracy, precision, recall, dan F1-score juga dapat 
digunakan untuk memberikan gambaran yang lebih menyeluruh mengenai performa model dalam 
mengklasifikasikan sentimen. 
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3. HASIL DAN PEMBAHASAN 
3.1. Pengumpulan Data 

Berdasarkan hasil crawling data x dengan kata kunci ‘tukin”, menghasilkan 607 data dan 

batasan hanya cuitan yang berbahasa indonesia dapat ditunjukan pada Gambar 2. Data Crawling 

yang dihasilkan, kemudian disimpan ke dalam file dengan format csv. 

 

Gambar 2. Data Crawling 

3.2. Preprocessing Data 

3.2.1. Data Cleansing 

Tahap preprocessing Data, diawali dengan Cleansing atau pembersihan data yaitu 
pembersihan data tweet / cuitan untuk menghilangkan karakter-karakter tidak penting, seperti; 
menghilangkan kata yang mengandung mention atau karakter “@”, hashtag atau karakter “#”, 
hyperlink, spasi berlebih, simbol2, emoji. Selain itu, membersihkan cuitan yang berulang atau 
duplicate dan baris-baris yang kosong. Maka data yang sudah dibersihkan terlihat pada Gambar 3 
di bawah ini. 

 
Sebelum data cleansing 

 
Setelah data cleansing 
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Gambar 1: Sebelum dan Sesudah Cleansing 
 Dari 607 data crawling, setelah dilakukan data cleansing, tersisa 296 data bersih yang akan 
digunakan untuk analisis data sentimen. Namun, sebelum melanjutkan ke tahap berikutnya, 
sebagian data yang sudah kita bersihkan terlebih dahulu akan dilabeli sentimen secara manual, 
yang terdiri dari sentimen positif dan sentimen negatif, sisanya akan dilakukan secara otomatis, 
menggunakan algoritma machine learning-naive bayes. 
 
3.2.2. Tokenization  

Fungsi dari tokenization adalah memecah teks menjadi kata per kata. Berikut adalah hasil dari 
proses tokenisasi. 
 

 
Gambar 4. Hasil tokenization  

  
 Berdasarkan Gambar 4. Terdapat ribuan kata yang dipecah. Untuk menganalisis menjadi 
kata yang bernilai untuk digunakan dalam analisis sentimen, maka kata-kata yang tidak penting, 
tidak memiliki arti, dan atau kurang dari empat huruf, maka proses stopword dapat diterapkan. 
 
3.2.3. Stopword 

Stopword digunakan untuk menghilangkan kata-kata yang dianggap tidak memiliki 
makna penting dalam proses pengolahan data review. Kata-kata ini biasanya bersifat 
umum, seperti kata hubung, kata depan, atau kata ganti, yang tidak memberikan 
kontribusi berarti terhadap analisis isi. 
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Setelah proses stopword diterapkan, kata-kata yang terdiri dari kurang dari empat 
huruf berhasil dihapus dari kumpulan data. Hasil dari proses ini ditunjukkan pada Gambar 
5, yang memperlihatkan bahwa kata-kata yang termasuk dalam daftar stopword telah 
berhasil dihilangkan dari tabel frekuensi kata. 

Dari hasil stopword ini, data dapat divisualisasikan dalam bentuk wordcloud untuk 
melihat kata-kata yang paling sering muncul atau paling dominan dalam data. Kata-kata 
yang sering disebut akan ditampilkan lebih menonjol pada visualisasi wordcloud, sehingga 
memudahkan dalam mengidentifikasi topik atau tema utama dalam kumpulan data. 

 
Gambar 5. Hasil Stopword 

 
 Setelah diterapkan proses Stopword, kata-kata yang kurang dari empat huruf sudah berhasil 
dihapus. Dari hasil stopword, dapat divisualisasikan ke dalam bentuk wordcloud. Dimana kata-
kata yang penyebutannya paling sering atau banyak disebut dapat ditampilkan pada wordcloud 
berikut. 

 

Gambar 6. Wordcloud 

 
 

3.3. Pemrosesan TF-IDF 
TF-IDF digunakan untuk mengetahui frekuensi dari istilah tertentu pada sebuah kata dalam 

dokumen (sekumpulan teks yang terstruktur) [10]. 
Berikut ini adalah hasil dari TF-IDF pada Gambar 7. 
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Gambar 7. Hasil TF-IDF  

3.4. Klasifikasi 
Selanjutnya yaitu proses klasifikasi. Data latih digunakan untuk membangun model 

klasifikasi, sedangkan data uji digunakan untuk mengukur performa model. Model Naive Bayes 
dibangun berdasarkan prinsip probabilistik, yaitu menghitung probabilitas setiap kategori (positif 
atau negatif) terhadap fitur yang dimiliki oleh dokumen (kata-kata yang sudah ditransformasikan 
menggunakan TF-IDF). Data latih kemudian dimasukkan ke dalam model untuk menghitung 
peluang prior probabilitas dan peluang bersyarat yang diperlukan oleh naive bayes. Model yang 
sudah dilatih kemudian digunakan untuk memprediksi label sentimen pada data uji. Setiap data 
uji diklasifikasikan ke dalam kategori sentimen positif dan sentimen negatif berdasarkan prediksi 
model.  

Dataset pada penelitian ini dibagi menjadi dua bagian, yaitu data latih 80% sebanyak  207 
data, dan data uji 20% sebanyak 52 data menggunakan ratio 0.2. Diperoleh hasil akurasi sebesar 
93% untuk data latih dan 83,88% hasil akurasi untuk data testing, dimana sentimen negatif 
berjumlah 245 data (94,57%) dan sentimen positif berjumlah 14 data (5,43%). 

3.5. Evaluasi 

Pada tahap evaluasi, digunakan metode confusion matrix untuk mengetahui akurasi, presisi, 
dan recall. Berdasarkan confusion matrix, kategori sentimen negatif, diperoleh nilai presisi 
sebesar 91,11% dan recall sebesar 91,11%, yang menandakan bahwa model sangat efektif dalam 
mengidentifikasi data dengan sentimen negatif. Sementara itu, untuk sentimen positif, nilai presisi 
hanya mencapai 33,33%, dan recall sebesar 28,57%, menunjukkan bahwa model mengalami 
kesulitan dalam mendeteksi sentimen positif secara akurat. Hal ini disebabkan oleh 
ketidakseimbangan jumlah data positif yang jauh lebih sedikit dibandingkan data negatif dalam 
dataset. 

 
4. KESIMPULAN 

Berdasarkan hasil penelitian, dapat disimpulkan bahwa mayoritas dosen di perguruan tinggi 
negeri menunjukkan sentimen negatif terhadap kebijakan tunjangan kinerja (tukin) yang 
diterapkan. Dari 259 data hasil preprocessing, sebesar 94,57% di antaranya mengungkapkan 
ketidakpuasan, sedangkan hanya 5,43% yang menunjukkan sentimen positif. Temuan ini 
mengindikasikan bahwa kebijakan tukin saat ini dinilai belum optimal dari sudut pandang dosen, 
baik dalam aspek keadilan, implementasi, maupun dampaknya terhadap kinerja akademik. Bagi 
pemerintah, hasil ini menjadi masukan penting untuk mengevaluasi dan memperbaiki kebijakan 
tukin, agar lebih adil, transparan, dan mampu meningkatkan motivasi dosen. Sementara bagi 



Algorithm - May 2025 | Vol. 1 | No.1 | Palembang, et al.  Analisis Sentimen Dosen Terhadap Kebijakan Tunjangan… 

 

 

Algorithm – Journal of Computer Science and Computational Intelligence 

28 

dosen itu sendiri, hasil ini dapat menjadi landasan objektif untuk mendorong dialog terbuka dan 
usulan perbaikan kebijakan berbasis data nyata. 
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