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ABSTRACT 

Article History: 
Stainless Steel (SS) is a material that is widely used in various fields because it is resistant to 
corrosion. However, if SS is exposed to heat at high temperatures for a long period of time, a 

sigma phase, namely the Fe-Cr compound, will form, which indicates that corrosion has begun. 

The appearance of this corrosion can be detected through color changes on the SS surface, 

ranging from light brown to dark blue. Corrosion events will be observed through the 
distribution of color on the sample surface at the location selected through the SS microstructure 

image. Cluster analysis will be used to group the colors on the surface of the SS sample through 

the images used. The results of cluster analysis can be used to identify SS color which indicates 

the appearance of corrosion in the sample. In this research, we will examine the determination 
of many clusters for K-Means and Agglomerative Hierarchy with Ward's Criterion, Single, 

Average, and Complete Linkages. In addition, the model quality measure was tested with 

Silhouette Coefficient. Single linkage gives the worst results because it gives the impression that 

only one dominant color appears so it can be said that it is unable to distribute each color to 
the specified cluster. Likewise with the average, because the number of clusters cannot be 

determined with certainty. On the other hand, the K-Means results are similar to Ward's results, 

this is reasonable because the basic idea of both is to find the minimum distance between each 

object and its center, in this case, the average is used as the measure of the center, while the 
results that are most similar to the original image are clustered using complete linkage. These 

results can be used as recommendations for academics and practitioners in the fields of 

Statistics, Mathematics and Materials Engineering in the subsequent analysis process to solve 

SS corrosion problems. 
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1. INTRODUCTION 

Stainless Steel (SS) is a material that is widely used in various fields because it is resistant to stains, 

discoloration, or loss of mass due to rusting [1]. However, if SS is exposed to heat at high temperatures for a 

long time, a sigma phase, Fe-Cr compound, will form, which indicates that corrosion has begun to appear 

[2]. The appearance of this corrosion can be detected through changes in color on the surface of the SS, 

ranging from brown to blue. At first, all of the SS surfaces will be brown, then due to prolonged heating at 

high temperatures, a blue color will begin to appear at the edges of the area, until the entire surface turns all 

blue. The appearance of this blue color indicates that the SS is starting to corrode [3]. In this research, the SS 

sample that will be used are those that has been used for 24 years. After being subjected to a series of 

procedures in the materials laboratory, an image of the SS microstructure will be obtained. Corrosion events 

will be observed through the distribution of color on the surface of the sample at the selected location through 

the SS microstructure image. Next, cluster analysis will be used for the color grouping process on the surface 

of the SS sample through the image used. Then, the result can be used to identify the color of SS which 

indicates the appearance of corrosion. 

Cluster analysis is a statistical method used to group a set of objects into a number of clusters that have 

the same characteristics. To be able to group the characteristics of the observation objects, the similarity of 

data in a cluster must be maximized or the similarity of data with other clusters will be minimized. There are 

various types of cluster analysis that can be used, some of which are K-Means, Affinity Propagation, Mean 

Shift, Spectral Clustering, Hierarchy, DBSCAN, OPTICS, and GMM. In previous research, the K-Means and 

GMM methods were used to identify corrosion [4], [5]. Identification using this method can replace manual 

identification, which takes more time, energy, and even money. However, in previous research, the 

segmentation was still in the form of two categories: whether or not there is corrosion. In this paper, apart 

from wanting to distinguish areas affected by corrosion, we also want to look at more categories of corrosion 

that have occurred. As already mentioned, corrosion is formed from several steps, which can be characterized 

by the appearance of different colors. It is hoped that in further research this category can be analyzed 

according to its corrosion development. 

The cluster analyses used in this research are K-Means clustering and Hierarchy (Agglomerative 

Hierarchy) clustering. K-Means is a centroid model cluster analysis that groups 𝑛 observations into 𝑘 clusters 

based on their average. K-Means has been applied in various subjects, for example, in mapping the graduated 

or dropped-out students [6] and estimating the cost of hospitalization [7]. Next, the hierarchical clustering 

algorithm is a connectivity model that splits the data sets recursively into smaller clusters. Furthermore, 

agglomerative is a hierarchical clustering method that groups data in a bottom-up manner. Some applications 

of agglomerative clustering are film recommendation systems [8], clustering of hot spots to prevent forest 

fires [9], and product sales forecasting [10]. The K-Means method is the simplest method of segmentation. 

However, because of its simplicity, K-Means has many shortcomings, one of which is that the cluster sizes 

tend to be the same size. For this reason, the agglomerative hierarchy method was chosen, which can segment 

data into clusters with different sizes. The results of these two methods will be compared, and conclusions 

will be drawn regarding which method is better for segmenting corrosion. In the next chapter, we will discuss 

further how these two methods work. 

 

2. RESEARCH METHODS 

Cluster analysis is a technique to group similar observations into several clusters based on the observed 

values of several variables for each individual [11]. Cluster analysis aims to group objects based on the 

characteristics of each object. The general steps of cluster analysis are [12]: (1) choose a distance measure, 

(2) perform data standardization process (if needed), (3) choose a clustering procedure, and (4) perform 

interpretation of the clusters formed. Clustering can be categorized into seven groups that are Hierarchical 

clustering, Density-based clustering, partitioning clustering, Graph-based, Grid-based, Model-based, and 

Combinational clustering [13]. In this study, K-means and Agglomerative Hierarchy clustering procedures 

will be used. The difference approach between K-means and Agglomerative is displayed in Figure 1.  

 

https://www.sciencedirect.com/topics/mathematics/several-variables
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Figure 1. Clustering chart  

 

2.1 K-Means 

K-Means clustering algorithm was proposed independently by different researchers, including 

Steinhaus [1956], Lloyd [1982], MacQueen [1967], and Jancey [1966] from different disciplines during the 

1950s and 1960s [14]. These researchers’ various versions of the algorithms show four common processing 

steps with differences in each step [15]. The first time that sparked this clustering idea was Lloyd in 1957, 

but it was only published in 1982. In 1965, Forgey also published the same technique as Lloyd's, so this 

clustering method is known as Lloyd-Forgy in some sources.  

K-Means is a partitional clustering algorithm that groups 𝑛 data (𝑥𝑖 , 𝑖 = 1, … , 𝑛) into 𝑘 clusters 
(𝐶𝑟, 𝑟 = 1, … , 𝑘). Each cluster is determined by a centroid which is the mean value of the cluster that is: 

 

𝑐𝑟 =
1

𝑁𝐶 𝑟

∑ �⃗�𝑝

𝑥𝑝∈𝐶𝑗

 (1) 

 

where 𝑁𝐶 𝑟 is a cardinality of cluster 𝑟. Suppose 𝐿2(�⃗�𝑝, 𝑐𝑞) is Euclidian distance between �⃗�𝑝 dan 𝑐𝑞, the K-

Means aims to choose centroids that minimize the inertia, or within-cluster sum-of-squares criterion (SSE): 

 

𝑆𝑆𝐸 =  ∑ ∑ [𝐿2(�⃗�𝑝 , 𝑐𝑞) ]
2

𝑥𝑝∈𝐶𝑞

𝑘

𝑞=1

 

 

(2) 

In the K-Means algorithm, initially k centroids are initiated randomly. Then each data will be labeled 

according to the minimum distance from each data to each of the centroids. Distance determination can be 

calculated using various distance matrices, such as Euclidean, Manhattan, and Cosine Similarity. After that, 

a new centroid for each cluster will be created by calculating the average of all members of the cluster. This 

process guarantees to obtain a local minimum SSE value. The labeling process and centroid calculation will 

continue until the stopping criteria are met. Flowchart of K-Means can be seen in Figure 2.  

 Some advantages of using K-Means are relatively simple to implement, scales to large data sets, and 

guarantees convergence to a local minimum. However, there are disadvantages to this method which is 

manually selects the number of clusters, affected by initial centroid, and cannot group data with varying sizes 

and densities [16]. The results of K-Means cluster analysis tend to produce clusters of the same size. 
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Figure 2. Flowchart of K-Means  

 

2.2 Agglomerative Hierarchy 

Hierarchy clustering divides unlabeled data into different clusters according to their similarity. The 

data similarity is measured based on the linkage criterion [17]. Agglomerative is a hierarchical clustering 

method that groups data using a bottom-up manner. The way this cluster analysis works is by considering 

each data as a cluster that has only one member, and then two clusters that have similarities will be grouped 

into one new cluster. This process will continue to repeat until only one cluster remains [18], [19]. 

Agglomerative can be represented with a dendrogram, which shows the relationship between existing clusters 

[19]. Figure 3 describes the flowchart of Agglomerative. The advantages of using agglomerative are that it 

is easy to identify nested clusters, providing better results and ease of implementation, suitable for 

automation, reduces the effect of initial values of the cluster, and reduces the computing time and space 

complexity. On another side, the disadvantages are difficulty in handling different sizes, no direct 

minimization of objective function, and sometimes there is difficulty in identifying the exact number of 

clusters by the Dendrogram [20]. 

In Agglomerative Hierarchy, a similarity matrix will be determined based on the linkage criterion for 

each pair of data. This process takes up a lot of space in memory depending on the amount of data being 

processed. For solving this problem, the K-Nearest Neighbours (KNN) algorithm will be used, which is an 

algorithm used to identify the nearest neighbours of each data point in the dataset. This process involves 

calculating the distance between data points and selecting k-nearest neighbours for each point. The results of 

the KNN process are then used to form a connectivity matrix. This connectivity matrix represents the 

relationship between pairs of data points in the dataset. The matrix element is assigned the value 1 if the two 

data points are adjacent, and 0 if not. The connectivity matrix that has been created will be used as an initiation 

step in the Agglomerative Hierarchy process. This helps in defining initial clusters and forms the basis for 

subsequent merging. KNN aims to reduce the amount of data that will be processed so that less memory is 

needed. This process involves grouping several elements into a single unit, where the group reflects the 

merger of k-nearest neighbours. 
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Figure 3. Flowchart of Agglomerative Hierarchical  

 

Suppose that 𝑛 data (𝑥𝑖 , 𝑖 = 1, … , 𝑛) will be clustered with agglomerative hierarchy into 𝑘 clusters 

(𝐶𝑟, 𝑟 = 1, … , 𝑘). Suppose also 𝑑(�⃗�𝑝, 𝑥𝑞) is a distance metric. There are four types of proximity measures 

used for this research described in the next sub section that is Ward’s Criterion, Single Linkage, Average 

Linkage, and Complete Linkage. 

 

2.2.1 Ward’s Criterion 

A technique that combines clusters by minimizing the variance of the clusters being merged [23]. The 

variance between clusters defined by: 

 

𝐻1(𝐶𝑟, 𝐶𝑠) =
(𝑁𝐶𝑠

− 𝑁𝐶𝑟
)

2

(𝑁𝐶𝑟
+ 𝑁𝐶𝑠

)(𝑁𝐶𝑟
𝑁𝐶𝑠

)
(∑ �⃗�𝑝 − ∑ �⃗�𝑞

𝑁𝐶𝑠

𝑞=1

𝑁𝐶𝑟

𝑝=1

)

2

 (3) 

 

where 𝑁𝐶𝑟
 and 𝑁𝐶𝑠

 is the cardinality of 𝐶𝑟 and 𝐶𝑠. 

2.2.2 Single Linkage 

Single linkage clustering method can find arbitrarily shaped clusters in many applications such as 

image segmentation, spatial data mining, geological mapping, etc. [21]. The disadvantages of using this 
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method are that it is sensitive to the presence of outliers and is not sensitive to the shape and size of clusters 

[22]. This technique combines clusters based on the minimum distance between members between two 

clusters. The distance between two clusters is the minimum distance between their members as [23], [24]: 

 

𝐻2(𝐶𝑟, 𝐶𝑠) = min
�⃗�𝑝∈𝐶𝑗,�⃗�𝑞∈𝐶𝑘 

𝑑(�⃗�𝑝 , �⃗�𝑞) (4) 

 

2.2.3 Average Linkage 

Average Linkage combines clusters based on the average distance of each pair of members in the set 

between the two clusters. The disadvantage to using this method is that it is sensitive to the shape and size of 

the cluster [22]. This method defines the distance between two clusters as the average distance between their 

members [23], [24]: 

𝐻3(𝐶𝑟, 𝐶𝑠) =
1

𝑁𝐶𝑟
+ 𝑁𝐶𝑠

∑ ∑ 𝑑(�⃗�𝑝, 𝑥𝑞)

𝑁𝐶𝑠

𝑞=1

𝑁𝐶𝑟

𝑝=1

 (5) 

2.2.4 Complete Linkage 

This technique combines clusters based on the maximum distance between members between two 

clusters. The disadvantages of using this method is not affected by the presence of outliers and has problems 

with convex data shapes [22]. It defines the distance between clusters as the maximum distance between their 

members [22]: 

 

𝐻4(𝐶𝑗, 𝐶𝑘) = max
�⃗�𝑝∈𝐶𝑗,�⃗�𝑞∈𝐶𝑘

𝑑(�⃗�𝑝, �⃗�𝑞) (6) 

  

2.3 Silhouette Coefficient 

The Silhouette Coefficient is a method for measuring clustering performance based on differences in 

distance of inter and intra clusters. The Silhouette Coefficient is in the range -1 and 1, where -1 represents 

the worst value and 1 represents the best value. Let 𝒂𝒊 represent the average distance of �⃗⃗⃗�𝒊 to all points in the 

intra-cluster and 𝒃𝒊 is the average distance between �⃗⃗⃗�𝒊 and the nearest cluster that the �⃗⃗⃗�𝒊 is not a part of. The 

following is a calculation of the Silhouette Coefficient t. 

 

𝑺𝑪 =

∑
𝒃𝒊 − 𝒂𝒊

𝐦𝐚𝐱(𝒂𝒊, 𝒃𝒊)
𝒏
𝒊=𝟏

𝒏
 

(7) 

 

3. RESULTS AND DISCUSSION 

A sample of the microstructure image of Stainless Steel that has been in use for 24 years was obtained 

after going through a series of procedures in the materials laboratory (See Figure 1 A). In this image, it can 

be clearly seen that the white part is a region of stainless steel that is not corroded. Then the light brown to 

dark brown color indicates that the corrosion process is just starting to occur. Meanwhile, the part that affected 

by corrosion is bluish brown, light blue, and dark blue, which indicates the formation of the sigma phase. 

This 250 × 250 pixels image will be used as input in the cluster analysis. The input of the image is the RGB 

value of each pixel, so there are 𝑛 = 625000 RGB data with values ranging from 0 to 255 (Uint8 type). From 

this data the RG and RB scatterplots were created to describe their values in two dimensions (See Figure 1 

B and Figure 1 C). It can be seen that its form extends from the bottom left which is dark blue to the top right 

which is white. This form can be divided into two areas such as the area affected by corrosion at the bottom 

left which is dark blue to light brown and also the background area at the top right which is white. Apart from 

that the density of the data is very close together making the data appear to be continuous. 



BAREKENG: J. Math. & App., vol. 18(1), pp. 0589- 0602, March, 2024.     595 

 

 

(A) (B) (C) 

Figure 4. Microstructure image of Stainless Steel 

Notationally, each data in the image can be expressed by �⃗�𝑖 = (𝑅𝑖,  𝐺𝑖 ,  𝐵𝑖) with 𝑅𝑖 ,  𝐺𝑖,  𝐵𝑖 is the RGB 

value for each 𝑖-th data for 𝑖 = 1,  2,   … ,  𝑛 . Next, a distance measure is selected in the form of Euclidean 

distance that is: 

𝐿2(�⃗�𝑖 ,  �⃗�𝑗) = √(𝑅𝑖 − 𝑅𝑗)
2

+ (𝐺𝑖 − 𝐺𝑗)
2

+ (𝐵𝑖 − 𝐵𝑗)
2
 (8) 

 

Because the type of RGB data is Uint8 (0-255), it means that the range of the R, G, and B values are 

already the same size, therefore the standardization process is not needed. The cluster analysis will use two 

algorithms, the K-Means and Agglomerative Hierarchical with four proximity measure (Ward’s Criterion, 

Single Linkage, Average Linkage, and Complete Linkage). For the K-Means algorithm, this research used 

several other parameters that can be seen in Table 1. 

Table 1. Other Parameters of K-Means in This Research 

Parameter Value Information 

Initialization of centroid Null Random 

Number of runs 10 
The number of runs carried out with different random seeds. The 

final result is the best K-Means model with the lowest SSE 

Maximum iteration 300 The algorithm is stopped when it reaches the maximum iteration 

Tolerance 0.0001 
The algorithm is stopped when the difference in distance from the 

centroid from the previous iteration is less than the tolerance 

 

Apart from that, for the Agglomerative algorithm, the amount of data that will be processed is very 

large which results in large memory usage. However, due to memory limitations, before running the algorithm 

the connectivity matrix is first calculated using KNN (K-Nearest Neighbours). In the KNN algorithm, 10 

nearest neighbours (𝑘 = 10) are selected as initial input.  

The calculation of the algorithms uses the Python code with the sklearn.clustering library that is 

KMeans and AgglomerativeClustering. Meanwhile, the KNN algorithm is carried out using 

sklearn.neighbors library, namely kneighbors_graph. 
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Figure 5. Overlay of Labels for Each Method With Various Number Of Clusters 

3.1 Reducing Clustering Methods 

First of all, each clustering method is run for number of clusters ranging from 1 to 15 and the results 

will be analysis one by one and some overlay results can be seen in Figure 5. One of the most striking results 

is Single Linkage method failed to classify colors at all number of clusters. There is one cluster that covers 

almost all the data which is depicted with one dominant color. The failure of this method is closely related to 

the way it works which considers the minimum distance between two clusters. Previously, as has been noticed 

in Figures 4 B and Figure 4 C that the values of the data were very close together so they seem continuous. 

This condition causes the Single Linkage to form one large cluster, not in accordance with the 5 color 

categories that have been determined in the corrosion process. Therefore, the Single Linkage will not be 

discussed further. 
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Figure 6. Scatter plot of labels for each method with various number of clusters 

  

3.2 Optimal Number of Clusters 

To analyze the optimal number of clusters, the steps taken are checking the overlay (See Figure 5) and 

compare it with the scatterplot (See Figure 6). However, we will only review RB because the analysis results 

via RG and RB are similar. In this analysis, each method must be able to divide the data into two areas, that 

is the foreground (the area affected by the corrosion process) and the background (the area not affected by 

the corrosion process). The foreground is mostly at the bottom left, while the background is at the top right 

of the scatter plot. Furthermore, to understand variations in the intensity of the corrosion process, the 

foreground area will be divided into five categories, starting from light brown to dark blue. Meanwhile, the 

background area is shown in white. Therefore, there must be five clusters at the bottom left of the scatter plot 

which are the foreground, while the other clusters above them must be the background. Lastly, to determine 

the clusters are included in the foreground and background can be analyzed in the overlay image. 

Initially at 𝑘 = 2, each method succeeded in separating areas affected by corrosion from areas not 

affected by corrosion. However, as the number of clusters increases, all methods tend to classify only the 

background part. At 𝑘 = 6, these methods are starting to classify the color of the part affected by corrosion, 

but still only in 2 or 3 categories. Moreover, by increasing the number of clusters, the area not affected by the 

corrosion process is in the upper third of the scatterplot. Meanwhile, the area affected by the corrosion process 

which is must be divided into five clusters, is in the remaining two-thirds. 

Next, for number of clusters 𝑘 = 9, the K-Means algorithm and Average method succeeded in 

obtaining 5 clusters on the part affected by corrosion process. However, the classification results using the 

Average method are not optimal, because there are two clusters that only classify a small amount of data so 

it can be considered to only have 3 clusters. Meanwhile, the Complete and Ward methods are only able to 

classify corrosion color into 4 clusters. Later at 𝑘 = 10, Ward methods succeeded in producing 5 clusters. 
After that, Complete can divide 5 clusters when 𝑘 = 15. On the other hand, regarding the Average method, 

even though 𝑘 = 20, it cannot divide 5 clusters well. This method fails to classify because it can only form 

small clusters at the later stage. So, it can be concluded that K-Means achieves the optimal number of clusters 

at 𝑘∗ = 9, Ward at 𝑘∗ = 10, and Complete at 𝑘∗ = 15. 
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3.3 Efficiency of Clusters 

The analysis results show that each method has different number of clusters for classifying 5 categories 

of corrosion process on SS. In terms of clustering efficiency, the K-Means method is proven to be more 

efficient than other methods. With the smallest 𝑘 value, the K-Means method is able to classify the corrosion 

process into five parts. In contrast, the average method which requires larger number of clusters to achieve 

optimal corrosion color classification. 

 

3.4 Characteristics of Clusters 

On the other hand, we need to consider the characteristics of the clustering results. As explained, the 

K-Means method tends to divide cluster areas with relatively the same size. This effect can also be seen in 

the scatter plot that has been produced (See Figure 6). Similarly, Ward also has a similar effect. This 

similarity is due to the fact that both algorithms have the same goal, that is minimizing variance. However, 

after running Ward's method, it was found that this method required large memory size and longer computing 

time. This makes K-Means more efficient in terms of memory and computing time. On the other hand, other 

methods do not divide clusters uniformly. This can be seen from the size of the dark blue clusters is much 

larger than other clusters.  

In real situations, the characteristics of the corrosion process on SS are definitely not equally distributed 

because over time the part that is exposed to continuous heat, which is brown, will turn blue. It can be 

concluded that Complete Linkage is a better method based on its characteristics. 

 

3.5 Quality Aspect of Clustering Model 

The quality measure of model will be assessed using the Silhouette Coefficient (See Figure 7). The 

figure shows the Silhouette Coefficient for each method for the number of clusters ranging from 2 to 15. 

From this figure, it can be seen that the K-Means and Ward methods have similar values, as do the Average 

and Complete methods. In contrast, the Single method stands separately. Previously, it was explained that the 

K-Means and Ward methods are similar in how they work. Interestingly, the Average and Complete Linkages, 

although they have differences in how they work, can produce similar Silhouette Coefficient. We suspect that 

this phenomenon may be caused by very high data density, which requires further research to understand it 

in depth. 

 

Figure 7. Silhouette Coefficient of the Clustering Methods 

 



BAREKENG: J. Math. & App., vol. 18(1), pp. 0589- 0602, March, 2024.     599 

 

Based on Figure 7, the Silhouette Coefficient for the Single Linkage is far below of the other methods 

and most of them show negative values. These results are not surprising, considering that the Single Linkage 

has failed in classifying corrosion process. To analyze the remaining four models, the discussion will be 

divided into two groups. The first group, which consists of K-Means and Ward has a higher Silhouette 

Coefficient, indicating that these two methods are better than the second group which consists of Average 

and Complete. Initially the silhouette values of the all groups were similar, but at 𝑘 = 5, there began to be 

differences between the two groups. This difference shows that the first group can produce better and more 

consistent groupings in optimal number of clusters.  

By looking again at the optimal cluster results obtained, the K-Means results (with 𝑘∗ = 9) have a 

silhouette coefficient of 0.4265, while Ward (with 𝑘∗ = 10) is 0.3798 and Complete (with 𝑘∗ = 15) is 

0.1164. These results indicate that K-Means is a better method based on model quality. 

Besides that, in the Average Linkage, the Silhouette Coefficient value tends to be constant starting 

from 𝑘 = 12. It means that the quality of the model produced by this method does not change as the number 

of clusters increases. This is because the method produces cluster with a small number of members as the 

number of clusters increases. 

 

3.6 Quality Aspect of Cluster 

From the results of clustering with an optimal number of clusters, five clusters were determined as the 

foreground, this is adjusted to five colors as indicators of corrosion levels. Then the colors of each cluster are 

collected and presented in Figure 8. Then each cluster was assigned five color categories, namely light brown, 

dark brown, bluish brown, light blue and dark blue. In the K-Means and Ward method, the categories suitable 

for each cluster are dark brown, bluish brown, light blue, dark blue, and light brown. Meanwhile, the 

categories that are suitable for the Complete method for each cluster are dark brown, bluish brown, light blue, 

light brown, dark blue. From the color categories it can be seen that the Complete method better represents 

the corrosion process on SS. In addition, it is no longer surprising that the K-Means and Ward methods have 

similar results, because the formula for determining distance in both methods is almost the same. The 

percentage of points in each cluster also gives the same results for K-Means and Ward, namely dominated by 

light blue (around 12%). 

 

Figure 8. Collection of colors in each cluster with the most optimal method 
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3.7 Dendrogram of Agglomerative Result 

Another result of Agglomerative can be displayed as a Dendrogram (see Figure 9). Dendrogram is a 

tree that shows how clusters are merged hierarchically [26]. Again, Single still gives the worst results, 

whereas Ward, Average, and Complete give slightly similar. 

In the initial stage of the Agglomerative procedure, each object is considered as one cluster, so that 

many objects equal many clusters. Furthermore, each object will combine with other objects if they are similar 

based on the respective distances used in Ward, Single, Average, and Complete. This merging process will 

occur continuously until there is only one cluster. Figure 9 explains the Dendrogram for Agglomerative 

(Ward, Single, Average, and Complete). The Dendrogram describes clustering organizing a large amount of 

information into a small number of clusters that provide some meaningful information [27]. 

  

  

Figure 9. Dendrogram of Agglomerative with Ward, Single, Average, and Complete 

 

4. CONCLUSIONS 

Cluster analysis has been used to group surface colors in the microstructure of Stainless Steel images. 

Based on the results, the K-Means results are similar to Ward's results, this is reasonable because the basic 

idea of both is to find the minimum distance between each object and its center, in this case, the average is 

used as a measure of its center. Then, the similarities between these two methods can be seen from the results 

of the model quality aspect using the Silhouette Coefficient. The quality aspects in each cluster also provide 

the same order for these two models. Although quite different from K-means and Ward, the results of the 

Complete method on the quality aspect of each cluster provide a color sequence that corresponds to the level 

of corrosion in the samples used. Thus, it can be said that this result is similar to the original image. Based 

on the results of cluster analysis, determining the best method can be divided into several things, such as, K-
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Means is the best method (based on the number of clusters produced and model quality), whereas Complete 

is the best (based on its characteristics and cluster quality). 
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