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ABSTRACT

Stunting is a condition of failure to thrive in children under five years old due to chronic malnutrition. Efforts that can be made to reduce the incidence of stunting in Indonesia include identifying factors that are thought to affect the incidence of stunting in Indonesia. The analysis methods used in this study are the global Fixed Effect Model (FEM) and the local Geographically Weighted Panel Regression (GWPR) model. FEM is a global regression model that assumes that each individual’s model has a different intercept value. GWPR is a local regression model from FEM that considers aspects of geographic location by repeating data at each observation location, different times, and using spatial data. The weighting function used in this study is fixed bisquare and adaptive bisquare. This study aims to obtain a GWPR model on the percentage of stunting toddlers in Indonesia from 2019 until 2022 with independent variables, namely the percentage of children receiving exclusive breastfeeding (x₁), the percentage of households that have access to proper sanitation (x₂), the average per capita health expenditure of the population for a month (x₃), the average length of schooling for women (x₄), and the number of poor people (x₅). The variables are obtained from Statistics Indonesia (BPS) and Study of Indonesia’s Nutritional Status (SSGI). The results showed that the best weighting function, namely adaptive bisquare with a CV value of 264.80.
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1. INTRODUCTION

The percentage of stunted children under five in Indonesia is known to change from time to time. Stunting is a condition of failure to thrive in children under five years old as a result of chronic malnutrition that can result in children being too short for their age. Reducing the percentage of stunting in toddlers has become one of the targets of 14% in 2024. Achieving these targets requires hard work from the government and various parties. A significant decrease compared to the percentage of stunting from Basic Health Research in 2018 of 30.80%. However, the results of the 2021 Indonesian Nutritional Status Study still show that the percentage of stunting in Indonesia is 24.41%. According to the World Health Organization (WHO), the number of stunted toddlers is high if the percentage reaches 20% or more, so it becomes an urgent health problem and must be addressed. Data in the health sector generally increases and decreases from year to year, so data in the health sector can be found in the form of panel data.

Panel data can be defined by data obtained from combining cross section data with time series data to obtain an overview of the unit over a period of time. Panel data can be modeled using panel regression. Panel data containing spatial heterogeneity cannot be modeled using panel regression because it is indicated that the parameters of the regression model are influenced by geographical factors. Therefore, a suitable model for spatial panel data is used, namely the Geographically Weighted Panel Regression (GWPR) model. It is a local model of the panel regression model that considers geographical aspects. GWPR model parameters can be estimated using the Weighted Least Square (WLS) approach [1]. The WLS method is a form of development of the Ordinary Least Square (OLS) method by considering spatial weighting at each observation location. Spatial weighting represents the magnitude of the influence of one data with other data [2]. This study uses the panel regression model and GWPR model to be applied to stunting toddler data in Indonesia.

Previous research on the application of spatial regression analysis to determine the factors that cause stunting in West Nusa Tenggara in 2021 [3], the results showed that the factors that affect stunting toddlers are the number of babies who receive Early Initiation of Breastfeeding and babies who receive exclusive breastfeeding. In another study on detecting the spatial influence on Fixed Effects Model (FEM) stunting prevalence [4], the results showed that stunting prevalence was caused by the average achievement of other provincial school years. Research on Geographically Weighted Regression (GWR) modeling on stunting cases in East Nusa Tenggara Province in 2020 [5], the results showed that the percentage of pregnant women at risk of Chronic Energy Deficiency, the percentage of babies receiving exclusive breastfeeding, the percentage of women who graduated from SMA/SMK/MA/Package C, and the percentage of women who had married underage are factors that affect stunting in East Nusa Tenggara Province.

Based on this background, researchers are interested in conducting a study entitled “Estimation of Geographically Weighted Panel Regression Model with Bisquare Kernel Weighting Function on Percentage Data of Stunting Toddlers in Indonesia.” The purpose of this study is to obtain the GWPR model and what factors affect the percentage of stunting toddlers in Indonesia based on the GWPR model.

2. RESEARCH METHODS

2.1 Data and Data Sources

Data and data sources are described in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Name of Variables</th>
<th>Data Sources</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent</td>
<td>𝑦</td>
<td>Percentage of Stunting Toddlers</td>
<td>Study of Indonesia’s Nutritional Status (SSGI)</td>
<td>Percent (%)</td>
</tr>
<tr>
<td></td>
<td>𝑥1</td>
<td>Percentage of Children Receiving Exclusive Breastfeeding</td>
<td>Statistics Indonesia (BPS)</td>
<td>Percent (%)</td>
</tr>
<tr>
<td>Independent</td>
<td>𝑥2</td>
<td>Percentage of Households that Have Access to Proper Sanitation</td>
<td>Statistics Indonesia (BPS)</td>
<td>Percent (%)</td>
</tr>
</tbody>
</table>
2.2 Regression Analysis

Regression analysis is an analysis that measures the relationship between one dependent variable and one or more independent variables with the aim of estimating the value of the dependent variable based on the value of the known independent variable. Regression analysis has mathematical equations that make it possible to perform an estimate of parameter values [6].

Linear regression models can be obtained by estimating the parameters. Linear regression models are divided into simple and multiple linear regression models. A simple linear regression model is a linear regression model where there is one dependent variable and one independent variable. In contrast, multiple linear regression models have one dependent variable and two or more independent variables. A regression model is good if it satisfies the classical assumption that no autocorrelation occurs, no heteroscedasticity occurs, and residual models are normally distributed. The multicollinearity test was carried out on multiple linear regression analysis [7].

2.3 Multicollinearity Detection

Multicollinearity is the existence of linear relationships between independent variables in a multiple linear regression model. Multicollinearity can be detected by looking at the value of the Variance Inflation Factor (VIF) and is said to be detected when the value of VIF is greater than 10. Multicollinearity detection can be done by progressing each independent variable with another independent variable. The value of VIF can be calculated using Equation (1).

\[
VIF_k = \frac{1}{1 - R^2_k} \tag{1}
\]

where \( VIF_k \) is the value of the VIF of the \( k \) independent variable and \( R^2_k \) is the \( k \) coefficient of determination [8].

2.4 Panel Regression Model

Panel regression models are divided into Common Effect Model (CEM), Random Effect Model (REM), and Fixed Effect Model (FEM). FEM is a linear regression model that assumes that each individual's model has a different intercept value. The general form of FEM is given in Equation (2).

\[
y_{it} = \beta_0 + \beta_1 x_{it1} + \beta_2 x_{it2} + \cdots + \beta_k x_{itk} + \varepsilon_{it}, \ i = 1,2,\ldots,n; \ t = 1,2,\ldots,T \tag{2}
\]

\( \beta_0 \) in Equation (2) shows that the interception of each cross section unit is different. Estimation on FEM can be done by transforming \( \beta_0 \) through the within estimator method. The within estimator method begins by forming an average model that is based on Equation (2) for each \( t = 1,2,\ldots,T \) to get the given cross section equation in Equation (3).

\[
\bar{y}_i = \bar{\beta}_0 + \beta_1 \bar{x}_{i1} + \beta_2 \bar{x}_{i2} + \cdots + \beta_k \bar{x}_{ik} + \bar{\varepsilon}_i; \ i = 1,2,\ldots,n \tag{3}
\]

where

\[
\bar{y}_i = \frac{1}{T} \sum_{t=1}^{T} y_{it}, \quad \bar{x}_{ik} = \frac{1}{T} \sum_{t=1}^{T} x_{itk}, \quad \bar{\varepsilon}_i = \frac{1}{T} \sum_{t=1}^{T} \varepsilon_{it}; \ k = 1,2,\ldots,p \tag{4}
\]

If Equation (2) is subtracted by Equation (3), FEM is obtained with within estimator given in Equation (5).

\[
(y_{it} - \bar{y}_i) = (\beta_0 - \bar{\beta}_0) + \beta_1 (x_{it1} - \bar{x}_{i1}) + \beta_2 (x_{it2} - \bar{x}_{i2}) + \cdots + \beta_k (x_{itk} - \bar{x}_{ik}) + (\varepsilon_{it} - \bar{\varepsilon}_i) \tag{5}
\]
\[ y_{it}^* = \beta_1 x_{it1} + \beta_2 x_{it2} + \cdots + \beta_k x_{itk} + \varepsilon_{it}^* ; \ t = 1,2, ..., T, \]

with
\[ y_{it}^* = (y_{it} - \bar{y}_i), x_{itk}^* = (x_{itk} - \bar{x}_{ik}), \text{dan} \varepsilon_{it}^* = (\varepsilon_{it} - \bar{\varepsilon}_i) \]

The data resulting from the transformation in Equation (7) is called demean data [9].

2.5 FEM Parameter Significance Test

1) Simultaneous Test

Testing the significance of parameters in FEM is simultaneously carried out to determine how the effect of the independent variable simultaneously on the dependent variable. The hypotheses on simultaneous significance testing are as follows.

\[ H_0 : \beta_1 = \beta_2 = \cdots = \beta_k = 0 \]

(Simultaneously the independent variable has no effect on the dependent variable)

\[ H_1 : \text{There is at least one of } \beta_k \neq 0, k = 1,2,3, ..., p \]

(There is at least one independent variable that affects the dependent variable)

Test statistics testing the significance of parameters on FEM are simultaneously given in Equation (8)

\[ F_{FEM} = \frac{KTR}{KTG} \]

\[ F_{FEM} \] value obtained from the Regression Middle Square (KTR) value divided by the Error Middle Square (KTG) value. \( F_{FEM} \) test statistics distributed \( F(\alpha ; p ; nT-n-p) \) with critical areas \( H_0 \) rejected at the level of significance of \( \alpha \) if \( F_{FEM} > F(\alpha ; p ; nT-n-p) \) or \( p_{value} < \alpha \) [10].

2) Partial Test

Testing the significance of parameters in FEM is partially carried out to determine how each independent variable affects the dependent variable. The hypotheses on partial significance testing are as follows.

\[ H_0 : \beta_k = 0, k = 1,2,3, ..., p \]

(There is no effect of the independent variable on the dependent variable)

\[ H_1 : \beta_k \neq 0, k = 1,2,3, ..., p \]

(There is has effect of the independent variable on the dependent variable)

Test statistics testing the significance of parameters on FEM are partially given in Equation (9).

\[ T_{FEM} = \frac{\hat{\beta}_k}{SE(\hat{\beta}_k)} \]

with \( SE(\hat{\beta}_k) \) is the standard deviation of \( \hat{\beta}_k \). Critical areas of partial testing where \( H_0 \) rejected at the level of significance \( \alpha \) if \( |T_{FEM}| \geq t_{\alpha;2(nT-p)} \) or \( p_{value} < \alpha \) [10].

2.6 Homoscedasticity Test

The variance of the error in the panel regression model is assumed to be constant because if the error variance is not constant it will cause the estimation of the parameters of the model obtained to be inefficient so that the conclusions obtained do not represent the actual situation. Homoscedasticity in regression models can be tested using the Glejser Test. The hypotheses are as follows.

\[ H_0 : \sigma^2_{1,1} = \sigma^2_{2,1} = \cdots = \sigma^2_{nT} = \sigma^2 \]

(Error variance is constant)
\( H_0: \) At least one \( \sigma^2_{i,t} \neq \sigma^2, i = 1,2,...,n; t = 1,2,...,T \)

(Error variance is not constant)

The statistics of the Glejser Test are given in Equation (10).

\[
F_{\text{Glejser}} = \frac{(\hat{\phi}^T X^T e^* - n(e^*)^2)/p}{(e^* e^* - \hat{\phi}^T X^T e^*)/(nT - n - p)}
\]

(10)

The statistics of the \( F_{\text{Glejser}} \) test follow the distribution of \( F(p; nT - n - p) \) where \( n \) is the number of observation locations, \( T \) the number of observation times and \( p \) the number of independent variables. The critical area of the Glejser Test where \( H_0 \) is denied at the level of significance \( \alpha \) if \( F_{\text{Glejser}} > F(\alpha; p; nT - n - p) \) or if \( p_{\text{value}} < \alpha \) [11].

2.7 Spatial Weighting Function

There are several methods that can be used to calculate spatial weighting, including kernel functions that are divided into fixed kernel functions and adaptive kernel functions [12],[13]. The fixed kernel function generates a constant bandwidth value for each observation location. In contrast, the kernel adaptive function produces different bandwidth values for each observation location.

Fixed bisquare kernel functions are given in Equation (11).

\[
w_{ij} = \begin{cases} 
1 - \left( \frac{d_{ij}}{b} \right)^2 & , \text{if } d_{ij} \leq b \\
0 & , \text{for other } d_{ij}
\end{cases}
\]

(11)

The adaptive bisquare kernel function is given in Equation (12).

\[
w_{ij} = \begin{cases} 
1 - \left( \frac{d_{ij}}{b_i} \right)^2 & , \text{if } d_{ij} \leq b_i \\
0 & , \text{for other } d_{ij}
\end{cases}
\]

(12)

where \( w_{ij} \) is a weighting function between location \( i \) and location \( j \), and \( d_{ij} \) is the distance between location \( i \) and location \( j \) obtained from the Euclidean distance that can be calculated using Equation (13).

\[d_{ij} = \sqrt{(u_i - u_j)^2 + (v_i - v_j)^2}\]

(13)

One way that can be done to select the optimum bandwidth is to use the Cross Validation (CV) method given in Equation (14).

\[CV = \sum_{i=1}^{n} [y_i - \hat{y}_{xi}(b)]^2\]

(14)

with \( \hat{y}_{xi}(b) \) is the estimated value of \( y_i \) where the observation of the \( i \) location is omitted from the estimation process [14].

2.8 Geographically Weighted Panel Regression (GWPR) Model

GWPR is a modification of the regression model which is a combination of GWR and panel data. The GWPR model is a local regression model of FEM, with repeating data at each observation location, different times, and spatial data [15]. The coordinates at each observation location are known with the coordinates of the \( i \) observation location being \((u_i, v_i)\) where \( u_i \) state the location of latitude and \( v_i \) state the location of longitude. Based on FEM with within estimator, GWPR models at \( i \) and \( t-time \) observation locations [16], are given in Equation (15).

\[y_{it}^* = \beta_1(u_i, v_i)x_{it1}^* + \beta_2(u_i, v_i)x_{it2}^* + \cdots + \beta_k(u_i, v_i)x_{itk}^* + \varepsilon_{it}^*, i = 1,2,...,n; t = 1,2,...,T\]

(15)
2.9 Estimation of Geographically Weighted Panel Regression Model

Estimation of GWPR model parameters can be done using the Weighted Least Square (WLS) approach, which is a form of developing the Ordinary Least Square (OLS) method by considering spatial weighting at each observation location. Based on the WLS method [17], the GWPR model parameter estimator is obtained by minimizing the sum of squares errors of Equation (16) with spatial weighting so that Equation (16) is obtained.

\[
\sum_{t=1}^{T} \sum_{i=1}^{n} w_{it}(u_i, v_i) e_{it}^2 = \sum_{t=1}^{T} \sum_{i=1}^{n} w_{it}(u_i, v_i) [y_{it}^* - \beta_1(u_i, v_i)x_{i11}^* + \beta_2(u_i, v_i)x_{i12}^* + \cdots + \beta_p(u_i, v_i)x_{itp}^*] \tag{16}
\]

Equation (16) can be denoted in matrix form so that Equation (17) is obtained.

\[
\begin{align*}
\mathbf{e}^T \mathbf{W}(u_i, v_i) \mathbf{e}^* &= [\mathbf{y}^* - \mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* - \mathbf{y}^T \mathbf{W}(u_i, v_i) \mathbf{X}^* \mathbf{\beta}(u_i, v_i)] \\
&= \mathbf{y}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* - \mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* + \mathbf{\beta}(u_i, v_i) \mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^* \mathbf{\beta}(u_i, v_i) \\
&= \mathbf{y}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* - 2\mathbf{\beta}^T(u_i, v_i) \mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* + \mathbf{\beta}^T(u_i, v_i) \mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^* \mathbf{\beta}(u_i, v_i) \tag{17}
\end{align*}
\]

with

\[
\mathbf{\beta}(u_i, v_i) = [\beta_1(u_i, v_i), \beta_2(u_i, v_i), \ldots, \beta_p(u_i, v_i)]^T
\]

and

\[
\mathbf{W}(u_i, v_i) = \text{diag}[w_{i11}, w_{i21}, \ldots, w_{i12}, w_{i22}, \ldots, w_{in2}, \ldots, w_{i1T}, w_{i2T}, \ldots, w_{iT}]
\]

A decrease in the first-order Equation (18) \(\mathbf{\beta}^T \mathbf{\beta}(u_i, v_i)\) and equated to zero will yield the following equations.

\[
\begin{align*}
-2\mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* + 2\mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^* \mathbf{\beta}(u_i, v_i) &= 0 \tag{19} \\
2\mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^* \mathbf{\beta}(u_i, v_i) &= 2\mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* \tag{20} \\
\mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^* \mathbf{\beta}(u_i, v_i) &= \mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* \tag{21}
\end{align*}
\]

The two fields in Equation (21) are multiplied by \((\mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^*)^{-1}\) to obtain \(\mathbf{\hat{\beta}}^*(u_i, v_i)\).

\[
(\mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^*)^{-1} \mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^* \mathbf{\beta}(u_i, v_i) = (\mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^*)^{-1} \mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* \tag{22}
\]

So that Equation (23) is obtained.

\[
\mathbf{\hat{\beta}}^*(u_i, v_i) = (\mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{X}^*)^{-1} \mathbf{X}^T \mathbf{W}(u_i, v_i) \mathbf{y}^* \tag{23}
\]

with \(\mathbf{\hat{\beta}}^*(u_i, v_i)\) GWPR model parameter estimator and

\[
\mathbf{X}_{it}^T = \begin{bmatrix} x_{i11}^* & x_{i12}^* & \cdots & x_{itp}^* \\ x_{i21}^* & x_{i22}^* & \cdots & x_{itp}^* \\ \vdots & \vdots & \ddots & \vdots \\ x_{iT1}^* & x_{iT2}^* & \cdots & x_{ITp}^* \end{bmatrix}\text{ is the matrix for the } i \text{ observation of each unit of time of the } \mathbf{X}^* \text{ [18].}
\]

2.10 Stunting

Stunting is a disorder of growth and development of children due to chronic malnutrition in toddlers (infants under the age of 5 years). Poor health levels from an early age will result in an increased tendency to non-communicable diseases in adulthood [19]. Malnutrition, with its various forms, especially stunting in early childhood, is a threat to child development that occurs in various countries. In 2016, about 23 percent of children under the age of five were stunted globally. Stunting refers to the condition of a child who is too short for his age. This condition describes chronic malnutrition that occurs due to poor nutritional quality since in the womb, in childhood, and/or caused by infection or disease [20].
3. RESULTS AND DISCUSSION

3.1 Data Description

The description of the research variables consists of the average, minimum, and maximum values. The calculation results are presented in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Description of Research Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Percentage of Stunting Toddlers (y)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Percentage of Children Receiving</td>
</tr>
<tr>
<td>Exclusive Breastfeeding (x_1)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Percentage of Households that Have</td>
</tr>
<tr>
<td>Access to Proper Sanitation (x_2)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Average per Capita Health Expenditure</td>
</tr>
<tr>
<td>of the Population During a Month (x_3)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Average Length of Schooling for Women</td>
</tr>
<tr>
<td>(x_4)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Number of Poor People (x_5)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Based on Table 2, for the dependent variable (y), it is known that the average percentage of stunting toddlers in 34 provinces in Indonesia in 2019 was 27.77%. The lowest percentage of stunting toddlers occurred in Bali Province at 14.30% and the highest occurred in East Nusa Tenggara Province at 43.70%. The average percentage of stunting toddlers in 34 provinces in Indonesia in 2020 decreased from 2019 to 26.80%. The lowest percentage of stunting toddlers occurred in Bali Province at 13.68% and the highest occurred in East Nusa Tenggara Province at 42.99%. The average percentage of stunting toddlers in 34 provinces in Indonesia in 2021 decreased from 2020 to 25.21%. The lowest percentage of stunting toddlers occurred in Bali Province at 10.90% and the highest occurred in East Nusa Tenggara Province at 37.80%. The average percentage of stunting toddlers in 34 provinces in Indonesia in 2022 has decreased from 2021 to 23.29%. The lowest percentage of stunting toddlers occurred in Bali Province at 8.00% and the highest occurred in East Nusa Tenggara Province at 35.30%.

3.2 Multicollinearity Detection

Multicollinearity detection is done by looking at the value of VIF calculated using Equation (1). The results of the calculation of the VIF value can be seen in Table 3.

<table>
<thead>
<tr>
<th>Table 3. Independent Variable VIF value</th>
</tr>
</thead>
<tbody>
<tr>
<td>x_k</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>x_1</td>
</tr>
<tr>
<td>x_2</td>
</tr>
<tr>
<td>x_3</td>
</tr>
<tr>
<td>x_4</td>
</tr>
<tr>
<td>x_5</td>
</tr>
</tbody>
</table>
Based on Table 3, the VIF value of each independent variable is less than 10, so the result is that there is no multicollinearity between independent variables in the regression model. Because there is no multicollinearity between independent variables, it can proceed to the next step of analysis.

3.3 Panel Regression Test

The panel regression model is divided into CEM, REM, and FEM. From the three panel regression models, the best panel regression model will be selected through two tests. The first test is to compare between CEM and FEM using the Chow test. Then the second test compares FEM with REM using the Hausman test. The results of the two tests are presented in Table 4.

<table>
<thead>
<tr>
<th>Testing</th>
<th>p-value</th>
<th>Selected Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chow Test</td>
<td>$2.2 \times 10^{-16}$</td>
<td>FEM</td>
</tr>
<tr>
<td>Hausman Test</td>
<td>0.00048</td>
<td>FEM</td>
</tr>
</tbody>
</table>

Based on Table 4, it can be seen that the Chow test and Hausman test have $p$-value < 0.05 so that the best panel regression model used is FEM.

3.4 FEM Panel Regression

A general FEM with within estimators for stunting toddler percentage data with 5 independent variables is given to Equation (24).

$$y_{it}^* = \beta_1 x_{i1t}^* + \beta_2 x_{i2t}^* + \beta_3 x_{i3t}^* + \beta_4 x_{i4t}^* + \beta_5 x_{i5t}^* + \epsilon_{it}^*$$  \hspace{1cm} (24)

The estimation of FEM parameters in Equation (24) based on Equation (15) and the estimated results can be seen in Table 5.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimation Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>−0.0556</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>−0.4645</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>−0.00004</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>−5.9649</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>0.0047</td>
</tr>
</tbody>
</table>

Based on the estimated parameter values in Table 5, the FEM formed is

$$\hat{y}_{it} = -0.0556 x_{i1t}^* - 0.4645 x_{i2t}^* - 0.00004 x_{i3t}^* - 5.9649 x_{i4t}^* + 0.0047 x_{i5t}^* ;$$  \hspace{1cm} (25)

Furthermore, simultaneous testing of the significance of FEM parameters was carried out to determine the effect of the independent variable on the bound variable simultaneously. The hypotheses of testing the significance of FEM parameters simultaneously is as follows.

$H_0$: $\beta_1 = \beta_2 = \beta_3 = \beta_4 = \beta_5 = 0$

(Simultaneously, the variables Percentage of Children Receiving Exclusive Breastfeeding, Percentage of Households that have Access to Proper Sanitation, Average per Capita Health Expenditure of the Population during a Month, Average Length of Schooling for Women and Number of Poor People do not affect the Percentage of Stunting Toddlers in 34 provinces in Indonesia)

$H_1$: At least one of $\beta_k \neq 0, k = 1,2, \ldots, 5$

(Simultaneously, there is at least one variable from the Percentage of Children Receiving Exclusive Breastfeeding, Percentage of Households that have Access to Proper Sanitation, Average per Capita Health Expenditure of the Population during a Month, Average Length of Schooling for Women, and Number of Poor People affect the Percentage of Stunting Toddlers in 34 provinces in Indonesia)
The statistical values of $F_{FEM}$ and $p_{value}$ tests can be seen in Table 6.

<table>
<thead>
<tr>
<th>$F_{FEM}$</th>
<th>$F_{(0.05;5;97)}$</th>
<th>$p_{value}$</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.6597</td>
<td>2.3082</td>
<td>0.17651 $\times 10^{-13}$</td>
<td>$H_0$ rejected</td>
</tr>
</tbody>
</table>

Based on Table 6, it is concluded that simultaneously, there is at least one variable from the Percentage of Children Receiving Exclusive Breastfeeding, Percentage of Households that have Access to Proper Sanitation, Average per Capita Health Expenditure of the Population during a Month, Average Length of Schooling for Women and Number of Poor People affect the Percentage of Stunting Toddlers in 34 provinces in Indonesia.

Then a partial test of the significance of FEM parameters was carried out. The hypothesis of testing the significance of FEM parameters partially is as follows.

$H_0$: $\beta_k = 0; k = 1,2,\ldots,5$
(There is no effect of $x_k$ variables on the Percentage of Stunting Toddlers in 34 provinces in Indonesia)

$H_1$: $\beta_k \neq 0, k = 1,2,\ldots,5$
(There is effect at least one of $x_k$ variables on the Percentage of Stunting Toddlers in 34 provinces in Indonesia)

The results of partial parameter significance test calculations can be seen in Table 7.

| $x_k$ | $|T_{FEM}|$ | $p_{value}$ | Decision |
|-------|------------|-------------|----------|
| $x_1$ | 0.8057     | 0.4224      | $H_0$ accepted |
| $x_2$ | 3.6604     | 0.0004      | $H_0$ rejected |
| $x_3$ | 0.7361     | 0.4634      | $H_0$ accepted |
| $x_4$ | 3.9841     | 0.0001      | $H_0$ rejected |
| $x_5$ | 1.8936     | 0.0613      | $H_0$ accepted |

Based on Table 7, $H_0$ rejected with a significance level of 0.05 was obtained for the variables Percentage of Households that Have Access to Adequate Sanitation and Average Length of Schooling for Women as indicated by test statistical scores $|T_{FEM}|$ from each of these variables is greater than the value of $t_{(0.025;131)} = 2.2675$ and the $p_{value} < \alpha = 0.05$ so that it can be concluded that the variables Percentage of Households that have access to Proper Sanitation and Average Length of Schooling for Women affect the Percentage of Stunting Toddlers in 34 provinces in Indonesia.

3.5 FEM Homoscedasticity Test

A homoscedasticity test is performed to determine whether the error variance of the entire observation site is constant. Homoscedasticity uses the Glejser test with the following hypotheses.

$H_0$: $\sigma_{1,1}^2 = \sigma_{2,1}^2 = \ldots = \sigma_{n,T}^2 = \sigma^2$
(Error variance is constant)

$H_1$: At least one $\sigma_{i,t}^2 \neq \sigma^2, i = 1,2,\ldots,n ; t = 1,2,\ldots,T$
(Error variance is not constant)

The calculation results of FEM homoscedasticity test based on R software output can be seen in Table 8.

<table>
<thead>
<tr>
<th>$F_{Glejser}$</th>
<th>$F_{(0.05;5;97)}$</th>
<th>$p_{value}$</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.7329</td>
<td>2.2675</td>
<td>0.0236</td>
<td>$H_0$ rejected</td>
</tr>
</tbody>
</table>

Based on Table 8, decided $H_0$ rejected with a significance level of 0.05 is obtained as indicated by the statistical value of the test $F_{Glejser} = 2.7329 > F_{(0.05;5;97)} = 2.2675$ and the $p_{value} = 0.0236 < \alpha = 0.05$. It was concluded that the error variance is not constant across observation locations. Thus, the assumption of
FEM homoscedasticity is not fulfilled due to spatial effects on the model. This makes the resulting FEM less suitable for modeling the Percentage of Stunting Toddlers in 34 provinces in Indonesia so that it can use a local model, namely GWPR.

3.6 Spatial Weighting Function

Based Equation (13), the CV for kernel fixed bisquare and kernel adaptive bisquare can be seen in Table 9.

<table>
<thead>
<tr>
<th>Weighting Function</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed Bisquare</td>
<td>365.42</td>
</tr>
<tr>
<td>Adaptive Bisquare</td>
<td>264.80</td>
</tr>
</tbody>
</table>

Based on the CV values in Table 9, it can be concluded that the best model is with the kernel adaptive bisquare function with a CV value is 264.80.

GWPR 3.7 Model

The general model of GWPR at the $i$ location at the $t$ time for data on the Percentage of Stunting Toddlers with 5 independent variables are given in the Equation (26).

$$y_{it} = \beta_1(u_i, v_i)x_{i1t} + \beta_2(u_i, v_i)x_{i2t} + \beta_3(u_i, v_i)x_{i3t} + \beta_4(u_i, v_i)x_{i4t} + \beta_5(u_i, v_i)x_{i5t} + \epsilon_{it};$$

$$i = 1, 2, ..., 34; t = 1, 2, 3, 4$$

(26)

The process of estimating parameters begins with calculating Euclidean distances. The determination of the optimum bandwidth with the best spatial weighting function is adaptive bisquare. The GWPR model formed as many as 34 models with one of the estimated GWPR model in East Kalimantan Province is

$$\hat{y}_{23t} = -0.0344x_{25t1} - 0.4425x_{25t2} - 0.00004x_{25t3} - 6.7947x_{25t4} + 0.0047x_{25t5}; t = 1, 2, 3, 4$$

(27)

Based on the GWPR model in Equation (27), the variables obtained are the Percentage of Households that Have Access to Proper Sanitation, the Average Length of Schooling for Women, and the Number of Poor People that affect the Percentage of Stunting Toddlers. The regression coefficient for the variable Percentage of households that have access to Proper Sanitation in East Kalimantan Province of -0.4425 states that every 1% increase in households that have access to Proper Sanitation will reduce the Percentage of Stunting Toddlers in East Kalimantan Province by 0.4425. The regression coefficient for the variable Average Length of Schooling for Women in East Kalimantan Province of -6.7947 states that every 1-year increase in the Average Length of Schooling for Women will reduce the Percentage of Stunting Toddlers in East Kalimantan Province by 6.7947. The regression coefficient for the variable Number of Poor People in East Kalimantan Province of 0.0047 states that every increase of 1 poor person will increase the Percentage of Stunting Toddlers in East Kalimantan Province by 0.0047.

Provincial grouping based on the factors that influence the Percentage of Stunting Toddlers in Indonesia can be illustrated through the distribution map presented in Figure 1.
Based on Figure 1, it can be seen that the Percentage of Households that Have Access to Proper Sanitation, the Average Length of Schooling for Women, and the Number of Poor People affect the Percentage of Stunting Toddlers the most provinces in Indonesia, which are indicated by the red color.

4. CONCLUSIONS

The conclusions obtained from this study are as follows.

1. Based on the GWPR model, obtained 34 models of the Percentage of Stunting Toddlers with \( t = 1, 2, 3, 4 \) for each \( t \) are 2019, 2020, 2021, and 2022 with one of the estimated GWPR model in East Kalimantan Province is

\[
\hat{y}_{2t} = -0.0344x_{25t1} - 0.4425x_{25t2} - 0.00004x_{25t3} - 6.7947x_{25t4} + 0.0047x_{25t5}
\]

2. The factors that affect the Percentage of Stunting Toddlers in Indonesia based on the GWPR model divided into 6 groups

- First group, there is no factor that affect the Percentage of Stunting Toddlers.
- Second group, the Average per Capita Health Expenditure of the Population during a Month \( (x_2) \) affect the Percentage of Stunting Toddlers.
- Third group, the Percentage of Children Receiving Exclusive Breastfeeding \( (x_1) \) and the Average Length of Schooling for Women \( (x_4) \) affect the Percentage of Stunting Toddlers.
- Fourth group, the Percentage of Households that have Access to Proper Sanitation \( (x_2) \) and the Average Length of Schooling for Women \( (x_4) \) affect the Percentage of Stunting Toddlers.
- Fifth group, the Average Length of Schooling for Women \( (x_4) \) and the Number of Poor People \( (x_5) \) affect the Percentage of Stunting Toddlers.
- Sixth group, the Percentage of Households that have Access to Proper Sanitation \( (x_2) \), Average Length of Schooling for Women \( (x_4) \) and the Number of Poor People \( (x_5) \) affect the Percentage of Stunting Toddlers.
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