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ABSTRACT 

Article History: 
This research was conducted to compare the accuracy when decision tree and logistic regression 

methods are used on some data. Decision tree is one method of classification techniques in data 

mining. In the decision tree method, very large data samples will be represented as smaller rules, 

and logistic regression is a method that aims to determine the effect of an independent variable 
on other variables, namely dichotomous dependent variables. Both algorithms were written and 

analyzed using R software to see which method is better between the decision tree method and 

the logistic regression method applied to Single Nucleotide Polymorphism (SNP) genetic data, 

namely Asthma data. SNP Genetic Data was obtained from R software with the package name 
"SNPassoc" and the data name "asthma". Asthma data has 57 features, namely Country, 

Gender, Age, BMI, Smoke, Case control, and SNP genetic code. Comparative analysis was 

carried out based on the results of the accuracy values obtained in the two methods. Variations 

in the proportion of the test data used were 40%, 30%, 20%, and 10% and were simulated 1000 

times on the grounds of obtaining a better accuracy value. The results obtained show that the 

decision tree method obtains an accuracy value of 0.5793, 0.5777, 0.5745, 0.5526, respectively, 
while the logistic regression method is 0.7696, 0.7729, 0.7763, 0.7788, respectively and they are 

achieved at the proportion of test data of 40%, 30%, 20%, 10%. Thus, it can be concluded that, 

in this case, the logistic regression method is better than the decision tree method in classifying 

Asthma data. 
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1. INTRODUCTION 

Classification is a process used to describe and differentiate a class of existing data. In classification 

modeling, the best model is needed to predict data [1]. There are two stages in the classification, namely data 

training and data testing [2]. In the first study, two methods will be used for classification; the decision tree 

method or decision tree is one of the classification methods applied. The decision tree is one of the methods 

used as a decision-making procedure for the problems included [3] so that decisions can be taken with careful 

consideration, which can lead to profitable results or decisions [4].  

In addition to the decision tree, the logistic regression method is often applied to data classification. 

Logistic regression is one of the classical statistical methods used to solve classification problems. The 

logistic regression method that is often used for classification predicts the probability of each category of 

qualitative variables, which aims to determine the effect of a variable on other variables, namely, the 

independent variable with the dichotomous dependent variable [5]. Binary logistic regression is performed if 

the regression has a dichotomous dependent variable, namely a variable with two categories. Meanwhile, 

multinomial logistic regression is used when the independent variables used are categorical variables with 

more than two kinds of categories [6]. 

The second study was conducted by [7], a study that discussed the performance of a decision tree 

classification algorithm using WEKA software to evaluate biological data from patients. Comparisons were 

made to assess whether decision trees can serve as an effective tool for medical diagnosis in general by 

applying decision trees and regression as tools for the prognosis of medical conditions by taking optimal 

management from WEKA software. The decision tree is the most competent method for the data. Statistically, 

it is the most efficient method with an average result of 80% correct classification when executing data. 

The third study was conducted by [8]. The research was conducted by applying the C4.5 algorithm, 

which is a method that is widely used because the classification rules follow human thought processes. It 

aims to introduce a decision tree-based method to the field of content marketing to efficiently improve 

marketing capabilities so that the decision tree method can provide reasonable results and accurate 

suggestions for content marketing. 

The fourth study was conducted to analyze COVID-19 data by [9]. To analyze the prediction of 

COVID-19 on several criteria such as accuracy, sensitivity, precision, and F1-score, decision tree and logistic 

regression techniques were used in the study, where the two methods are methods that are considered as the 

most widely used form of machine learning algorithms in classification, interpretability, and accuracy of the 

algorithm in producing predictive models with structures that are easy to understand and obtain relevant 

information. 

In the fifth study conducted by [4] which compared the Naive Bayes, Decision Tree, and K-nearest 

Neighbors methods in predicting water quality, the results showed that K-nearest Neighbors had the highest 

accuracy compared to Naive Bayes and Decision Tree. In further research conducted by [10], which compared 

the Decision Tree method with the Ridge Logistic Regression in predicting datasets that have binary category 

features, the result was that the Ridge Logistic Regression method was better than the Decision Tree method, 

judging from the accuracy value, namely 84% and 81%. 

Various studies on the use and comparison of the two methods above have been described, but not 

many have been used on SNP genetic data. Based on the background and supported by several previous 

studies, this research will be conducted using a classification method, namely the decision tree method and 

logistic regression in predicting SNP genetic data. In this study, it will be explained how the processing of 

SNP genetic data, from data preparation to knowing the accuracy of the decision tree model and logistic 

regression.  

 

2. RESEARCH METHODS 

This research was conducted by following the flow of data mining analysis. Data mining is the process 

of gathering information through large data. SNP genetic data used in this study was obtained from R software 

with the package name "SNPassoc" and the data name "asthma". Asthma data has 57 features, namely 
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Country, Gender, Age, BMI, Smoke, Case control, and SNP genetic code. Data mining is also interpreted as 

a process of searching for data patterns that were not previously known or suspected before [11].  

There are many techniques and concepts that can be applied to the data mining process; therefore, in 

order to get the data as expected, several processes will be carried out with a number of steps. The processes 

that will be carried out are data import, data cleaning, data conversion, data sharing, calculation of data 

analysis results, and comparison of methods. The stages of the process to be carried out can be seen in Figure 

1. 

 

Figure 1. Research Methods 

1) Import Data to R: 

This process is calling data that has been stored in R software for data analysis. The data used in this 

study are the features in the asthma data, namely Country, Gender, Age, BMI, Smoke, Casecontrol, 

and the SNP genetic code. The country feature contains Australia, Belgium, Estonia, France, Germany, 

Norway, Spain, Sweden, Switzerland, and the UK; the gender features are male and female; the age 

feature has an age range of 26.44 – 56.47 with a median of 43.93 and a mean 42.91, the BMI feature 

has a BMI (body mass index) with a range of 16.71 – 69.20 with a median of 24.93 and a mean of 

25.53, the smoke and case control features are categories 0 and 1, and the genetic code features are 51 

columns like rs4490198, rs4849332, rs1367179 and others where the code indicates the location of the 

genetic code. 

2) Cleaning the Data: 

The data cleaning process is done by removing incomplete data or errors. Because the data obtained 

from the database has imperfect or invalid data such as missing data or NA (not available), so these 

data are better removed from the existing data set so as not to have a different effect on the dependent 

variable and not reduce accuracy of data analysis. After cleaning the data, there are 1076 rows of data 

remaining from the initial dataset, namely 1578 rows, and are ready to be taken to the next stage. 

3) Conversion of Data: 

To facilitate data analysis, data conversion is carried out by changing the data from its original form 

according to needs, namely the data will be converted based on a scale of 0-1 and alphabetically with 

the aim that the data can have the same effect on the dependent variable, as the example in Table 1 

below. 

Table 1. Genetic Code Conversion 

0 0.5 1 

AA AC CC 

AA AG GG 

AA AT TT 

CC CG GG 

CC CT TT 

GG GT TT 

4) Dividing Data into Training Data and Testing Data: 

The data is divided into two, namely training and testing data, with the proportion of data testing 

respectively being 10%, 20%, 30% and 40%. 
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5) Calculating the values of accuracy, precision, recall (sensitivity) and F1-score based on the decision 

tree method and logistic regression method and the case. The definition of accuracy is shown in 

Equation (1) and precision is shown in Equation (2). Recall is shown in Equation (3) and F1-Score 

is shown in Equation (4) [12]. Accuracy is the ratio of correct predictions to all data. Accuracy is 

formulated as follows: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
.                                                  (1) 

where TP = true positive, TN = true negative, FP = false positive and FN = false negative.  

Precision is the ratio between a positive correct prediction and the overall positive predicted result. 

Precision is formulated as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
.                                                                         (2) 

Sensitivity (recall) is the ratio between positive correct predictions and overall positive data. 

Sensitivity is formulated as follows: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
.                                                                        (3) 

F1 - Score is the average of the precision and recall values. F1-score is formulated as follows: 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
.                                           (4) 

Procedure 1 until 5 are repeated 1000 times to find the median of the accuracy, precision, recall and 

F1-score.  

6) Comparison: 

The two methods will be compared based on calculating the values of accuracy, precision, sensitivity, 

and F1-score so that which method is better is obtained. In this case, the selection of the best method 

is done based on the accuracy value only. 

2.1 Decision Tree 

The Decision tree method is a method of classification techniques in data mining. In the decision tree 

method, very large data samples will be represented as smaller rules. Decision trees are also useful for 

exploring data, finding hidden relationships between a number of candidate independent variables and a 

dependent variable [13]. A decision tree is also called a classification method using a tree structure that has 

tree nodes representing the attributes that have been tested and each branch representing a distribution of test 

results and leaf nodes (leaf) representing certain class groups that describe possible outcomes. The top node 

level of a decision tree is the root node (root) depicting the node at the top of the tree representing the entire 

population or sample that has the greatest influence on a particular class. Each of these nodes represents a 

dividing node, where each of these nodes is one input and has at least two outputs. The leaf node is the last 

node, has only one input and has no output [14] as shown in Figure 2.  

The process in the decision tree is to change the form of table data into a tree model. The tree model 

will produce simplified nodes, a series of nodes connected via branches. The tree structure in the decision 

tree moves down from the root node to the leaf nodes [15]. Development of a decision tree starts from the 

top down, namely from the root node which is in the highest position in the decision tree diagram. Branches 

on a decision tree diagram can enter a decision node or a leaf node based on an evaluation of all the attributes 

so that they have an outcome that might produce a branch.  

 

Root

Leaf 1Internal node 1

Leaf 2 Leaf 3
 

Figure 2. Decision Tree. 
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The basic concept of a decision tree is to convert data into a decision tree model, then convert the tree 

model into a rule and simplify the rule. The data in the decision tree is expressed in table form with attributes 

and records [16]. Decision trees have the main benefit of being able to simplify the decision-making process 

from initially complex to simpler so that decision-makers can interpret solutions to the problems entered. 

 

2.2 Logistic Regression 

Regression analysis is one of the data analyzes that aims to determine the effect of a variable on another 

variable, namely, the independent variable with the dichotomous dependent variable. The logistic regression 

model was created to describe the probability of the dependent variable between 0 stating "disagree" and 1 

stating "agree", logistic regression has accurate classification accuracy [5]. Independent variables symbolized 

by X are variables whose values do not depend on other variables and are used to explain the values of other 

variables. Meanwhile, a variable whose value depends on other variables is the dependent variable, usually 

symbolized by Y.   

The results of observations of the dependent random variable (y) have two categories, namely 0 and 

1, so that they follow the Bernoulli distribution with the probability density function [21]: 

 

𝑃(𝑌 = 𝑦) = 𝜋𝑦(1 − 𝜋)1−𝑦; 𝑦 = 0,1.                                                           (5) 
 

In this case, if y = 0 then P(y=0) = 1-π and if y =1 then P(Y=y) = π.   

The logistic regression function can be written as follows [22]: 

𝑓(𝑧) =
1

1 + 𝑒−𝑧 .                                                                                   (6) 

where 

𝑧 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 … + 𝛽𝑘𝑥𝑘  . 

The z value is between -∞ and +∞ so that the f(z) value lies between 0 and 1, indicating that the logistic 

model describes the probability or risk of an object. In general, the logistic regression model is written in the 

form: 

𝜋(𝑥) =
1

1 + 𝑒−(𝛽0+𝛽1𝑥1+𝛽2𝑥2…+𝛽𝑘𝑥𝑘)
 .                                            (7) 

Estimation of the parameters of the logistic regression model can be described using the logit 

transformation of  π(x)  i.e. 

𝑙𝑛 (
𝜋(𝑥)

1 − 𝜋(𝑥)
) . 

Because 
𝜋(𝑥)

1 − 𝜋(𝑥)
= 𝑒𝑒(𝛽0+𝛽1𝑥1+𝛽2𝑥2…+𝛽𝑘𝑥𝑘)

.                                                          (8) 

then 

ln (
𝜋(𝑥)

1 − 𝜋(𝑥)
) = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 … + 𝛽𝑘𝑥𝑘  .                                             (9) 

The likelihood function that will be used as an estimate of the maximum β value is as follows: 

𝐿(𝛽) = ∏ 𝜋(𝑥𝑖)𝑦𝑖[1 − 𝜋(𝑥𝑖)]1−𝑦𝑖  .

𝑛

𝑖=1

                                           (10) 

where 

n : the number of observations,  

𝑥𝑖 : the value of the independent variable for the i-th observation, 

𝑦𝑖 : the value of the dependent variable for the i-th observation. For more information about the theory of 

logistic regression is explained [17] [18] [19] and [20].  
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2.3 Classification 

One of the data mining methods commonly used is the classification method. Classification is a data 

analysis process that separates one data class from another to determine which object belongs to a certain 

category [23]. The data classification process can be carried out by means of a training process and a testing 

process. These processes produce training data and testing data. 

• The training process is carried out by entering sample data into tables prepared for the calculation 

process. The table includes attributes, the amount of data that has been classified based on 

predetermined targets. 

• The testing process is carried out by entering test data and predictive data. The attributes used in the 

testing process must match the attributes in the training process [24]. 

 

3. RESULTS AND DISCUSSION 

3.1 Method of Decision Tree  

The study was conducted using the decision tree method for classification of SNP genetic data to 

determine the results of predicting asthma or not based on Country, Gender, Age, BMI, and Smoke as 

independent variables and Case Control as the dependent variable. 

In this study, the data used was SNP genetic data, namely asthma data, which had 1578 lines and 57 

features, and data cleaning was carried out so that the data became 1076 lines and 57 features. Furthermore, 

the data is divided into two, namely training data and testing data, with variations in the proportion of test 

data, respectively 40%, 30%, 20%, and 10%. This selection is based on training data which is used more to 

build models compared to testing data so that in this study 40%, 30%, 20% and 10% were used respectively. 

By carrying out a simulation of 1000 times, it will produce accuracy, precision, recall, and F1-Score values 

as in Table 2. From Table 2, it can be seen that using a proportion of test data of 40% gets better results 

compared to the proportions of other test data. 

Table 2. Results of Decision Tree Method 

Proportion Accuracy Precision Recall F1-Score 

40% 0.5793 0.8676 0.5523 0.6750 

30% 0.5777 0.8655 0.5514 0.6742 

20% 0.5745 0.8621 0.5512 0.6734 

10% 0.5526 0.8596 0.5433 0.6666 

 

From the data analysis that has been carried out by simulating 1000 times and the proportion of test 

data is 40%, 30%, 20% and 10%, the histogram is shown in Figure 3, namely the histogram with the 

proportion of test data 40%, Figure 4, namely the histogram with the proportion of test data 30 %, Figure 5 

is a histogram with a proportion of test data of 20%, and Figure 6 is a histogram with a proportion of test 

data of 10%. By looking at the acquisition of accuracy, precision, sensitivity (recall), and F1-Score values on 

the histograms, it is known that the histograms tend to be skewed to the left so that the data tends not to be 

normally distributed, so in Table 2 the median values are taken. In addition, precision histograms tend to be 

smoother, while accuracy, recall and F1-score histograms tend to be less smooth. 
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Figure 3. Proportion of Testing Data :  40%. Figure 4. Proportion of Testing Data : 30%. 

 
 

 

Figure 5. Proportion of Testing Data 20%. 

 

Figure 6. Proportion of Testing Data 10%. 

3.2 Method of Logistic Regression 

Data analysis using the logistic regression method was carried out in the same way and data as the 

decision tree method. The results obtained are as in Table 3, it can be seen if the highest value is obtained in 

the proportion of test data of 10%. 

Table 3. Results of Logistic Regression Method 

Proportion Accuracy Precision Recall F1-Score 

40% 0.7696 0.8035 0.9379 0.8653 

30% 0.7729 0.8026 0.9480 0.8679 

20% 0.7763 0.8028 0.9540 0,8706 

10% 0.7788 0.8020 0.9565 0.8731 

 

From the results of the analysis of the logistic regression method, histograms were obtained with 1000 

simulations and different proportions of test data. The histogram looks asymmetrical or tends not to have a 

normal distribution, so that the values taken in Table 3 are the median of the analysis results obtained using 

the logistic regression method. The histogram obtained looks as follows, seen in Figure 7, namely the 

histogram with the proportion of test data 40%; Figure 8, namely the histogram with the proportion of test 

data 30%; Figure 9, namely the histogram with the proportion of test data 20%; and Figure 10, namely the 

histogram with the proportion of data test 10%. In contrast to the histograms obtained from the results of 

using the decision tree method (Figure 7 until Figure 6), in these histograms (Figure 7 until Figure 10), 

both accuracy, precision, recall, and F1-score histograms tend to be smooth.  
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Figure 8. Proportion Testing Data: 40%. 

 

 

Figure 9. Proportion Testing Data: 30%. 

 

 

Figure 10. Proportion of Testing Data: 20%. 

 

Figure 11. Proportion of Testing Data: 10%. 

Based on the results that have been obtained from the analysis using the decision tree and logistic 

regression methods for classification, these results will be compared to determine which method is better in 

classification for Genetic Single Nucleotide Polymorphism data on asthma data. It can be seen from Table 2 

and Table 3 that it is known that the decision tree method has the highest results at the proportion of test data 

of 40% and logistic regression has the highest results at the proportion of test data of 10%. If a comparison 

of the two methods is carried out, especially in the proportion of test data 20% for the accuracy value using 

the Kolmogorov-Smirnov test, the p-value is 2.2 × 10-16 because the p-value < 0.05, the two accuracy values 

have significant difference.  

When viewed from the overall variation in the proportion of test data, the results obtained using the 

logistic regression method have better values, seen in the values of accuracy, sensitivity (recall), and F1-

score, which have significant differences in results with the results obtained using the decision tree method. 

In contrast, the precision value obtained from the decision tree method has a better precision value than the 

logistic regression method and has a significant difference. 

In the histogram obtained from the decision tree and logistic regression methods, it can be seen that 

the histogram of the logistic regression is more stable than the histogram of the decision tree. It can be seen 

that there are several values in the decision tree histogram that are empty or the values generated in this 

method have a large enough difference in values. 

From the results obtained by comparing the results of the accuracy value in the proportion of test data 

20%, the result is that the logistic regression method is better when compared to the decision tree seen from 

the accuracy values of each method, namely 77.63% and 57.45%.  

In this study, scoring was used as stated in Table 1. The results obtained could be different if different 

values were used. For this reason, it is necessary to carry out further research using dominant, recessive, or 

other genetic factors that do not conflict with the principles of genetics. 

Other related and recent research can be explained as follows. In the research conducted by Marji and 

Handoyo, which compared the decision tree method with the Ridge Logistic Regression in predicting datasets 
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that have binary category features, the result was that the Ridge Logistic Regression method was better than 

the decision tree method, as seen from the accuracy values of 84% and 81 % [10]. In this case, we get the 

same result; judging from the accuracy value, we get that the logistic regression method is better than the 

decision tree. Research on the comparison of logistic regression and decision trees was also carried out by 

Arista in predicting Covid-19 data, getting the result that decision trees were better than logistic regression 

with accuracy values of 98% and 97% [9]. It is different from this research because the accuracy value is 

better in the decision tree method. 

 

CONCLUSIONS 

Based on the research that has been done, it can be concluded that the logistic regression method is 

better than the decision tree method in predicting SNP (single nucleotide polymorphism) genetic data. The 

results obtained show that the decision tree method obtains an accuracy value of 0.5793, 0.5777, 0.5745, 

0.5526, respectively, while the logistic regression method is 0.7696, 0.7729, 0.7763, 0.7788, respectively and 

they are achieved at the proportion of test data of 40%, 30%, 20%, 10%.   Thus, it can be concluded that the 

logistic regression method is better than the decision tree method. The overall accuracy values between the 

decision tree and logistic regression methods have a significant difference using the Kolmogorov-Smirnov 

test with a smaller p-value. Suggestions for further research are to replace the methods used, such as SVM, 

random forest, or other methods to obtain a higher level of accuracy. In addition, you can also use other 

datasets. 
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