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 ABSTRACT  

Article History: 
Diabetes is among the most prevalent chronic diseases globally, posing significant health 

risks to individuals. The identification of individuals at risk of developing these conditions is 

of paramount importance, particularly in high-stress and physically demanding activities 

such as athletic training. To find out the chances of a prospective athlete suffering from 

diabetes or not, models for binary data can be used, including logistic regression and probit 

models. The data used is primary data from prospective athletes in East Java, including 

prospective athletes from the State University of Surabaya and East Java Koni Athletes. This 

study aimed to develop an early prediction model for diabetes in prospective athletic 

candidates using a bivariate logistic and probit regression approach while considering the 

influence of socio-demographic and anthropometric factors. To selecting the best model 

between logistic regression and probit regression using Akaike’s Information Criterion (AIC) 

value, the smaller the AIC value gets means that the model is closer to the actual value or 

being the best model. Logistic regression has a smaller AIC value (129,85) than probit 

regression, this means that the logistic model is the best model. In this paper, an attempt is 

made to explore the use of logistic and probit regression to determine the factors which 

significantly influence the diabetes disease and we got that the logistic model as the best model 

because it has a smaller AIC value than the probit model. Based on the result of analysis and 

discussion, it can be concluded that there are two factors called mother’s job and finance 

which are influenced to the response variable, diabetes disease at significance level of 5%. 
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1. INTRODUCTION 

Diabetes mellitus., commonly referred to as diabetes, represents a global health challenge of 

unparalleled proportions. Its insidious nature, with steadily increasing prevalence worldwide, poses a 

substantial threat to public health and the quality of life of millions of individuals. Diabetes is a chronic 

metabolic disorder characterized by hyperglycaemia resulting from either insufficient insulin production, 

insulin resistance, or a combination of both [1]. The consequences of uncontrolled diabetes are manifold and 

include cardiovascular disease, renal failure, blindness, neuropathy, and a host of other complications. Thus, 

early detection and intervention are crucial in managing this debilitating condition effectively [2]. 

The prevalence of diabetes is not confined to a particular demographic or geographic group; it affects 

individuals across diverse populations, regardless of age, gender, or physical activity level [3]. However, for 

prospective athletic candidates who engage in high-stress and physically demanding activities, the 

implications of diabetes can be especially profound. The demands of athletic training, coupled with the need 

for precise nutrition and energy balance, render athletes uniquely susceptible to diabetes-related challenges 

[4]. Consequently, it is imperative to develop early prediction models that can identify individuals at risk of 

diabetes, enabling tailored preventive measures and timely interventions within the athletic community. This 

study endeavors to contribute to the body of knowledge by focusing on the early prediction of diabetes in 

prospective athletic candidates. We employ a rigorous statistical approach, comparing the effectiveness of 

logistic and probit regression models in identifying individuals at risk. Furthermore, we explore the influence 

of socio-demographic and anthropometric factors on diabetes susceptibility within this specific population. 

Our chosen variables encompass a range of characteristics that have been previously associated with diabetes 

risk, including height, weight, BMI, waist circumference, age, gender, and socio-economic factors such as 

father's occupation, mother's occupation, and financial status. 

The choice to employ both logistic and probit regression models in this study stems from the desire to 

offer a comprehensive assessment of predictive modelling techniques. Logistic regression and probit 

regression are frequent regression models used for modelling and analysis of categorical data. Both models 

included in the generalized linear model and differentiated by the logit and probit linking functions. Model 

logistic regression and probit regression are alternative approaches to models the relationship between the 

categorical response variable and the independent variable, where the response variable has a Bernoulli or 

multinomial distribution. While both logistic and probit regressions are commonly used in epidemiological 

and health-related studies, they have distinct mathematical underpinnings [5]. By comparing the performance 

of these models, we aim to identify the one that best fits our dataset and yields the most accurate predictions 

regarding diabetes risk among prospective athletic candidates.  

This research scrutinizes a suite of variables that encompass both socio-demographic and 

anthropometric dimensions. Understanding how these factors interplay and influence diabetes risk within the 

context of athletic candidates is a central focus of investigation. Height is an anthropometric measure that 

may correlate with diabetes risk. Studies have suggested that taller individuals may have a reduced risk of 

diabetes due to potential differences in body composition and insulin sensitivity [6]. Based on research 

conducted by Amalia et al (2007), body weight is a fundamental indicator of overall health and is closely 

associated with diabetes. Excess body weight, particularly in the form of adipose tissue, contributes to insulin 

resistance and increases the likelihood of developing diabetes [7]. Research conducted by Saputra et al (2020) 

shows that BMI is a derived measure that relates an individual's weight to their height. It serves as a practical 

proxy for assessing whether an individual is underweight, normal weight, overweight, or obese. BMI is a 

widely recognized risk factor for diabetes [8]. Waist circumference is a measure of abdominal obesity, which 

is strongly linked to insulin resistance and an increased risk of diabetes. It is considered a critical 

anthropometric measurement in assessing diabetes risk. Age is a well-established risk factor for diabetes. As 

individuals grow older, their risk of developing diabetes tends to increase due to natural physiological 

changes, including decreased insulin sensitivity. Gender can also play a role in diabetes risk. Studies have 

shown variations in diabetes prevalence between males and females, suggesting that hormonal differences 

may contribute to susceptibility [9]. Socio-economic status, often approximated by the occupation of the 

father, can influence lifestyle factors such as diet and access to healthcare. It is recognized as an important 

determinant of diabetes risk [10]. The mother's occupation, similar to the father's occupation, may impact the 

family's socio-economic status and, consequently, an individual's risk of diabetes [11]. The financial status 

of an individual can have far-reaching implications for their dietary choices, healthcare access, and overall 

lifestyle. Financial stability or instability may be associated with diabetes risk [12]. 
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Research conducted by Fathurahman et al (2023) to look at the factors that influence the HDI of 

districts/cities on the island of Kalimantan in 2017. This research shows that the best model for modelling 

the HDI of districts/cities in Kalimantan in 2017 is the logistic regression model [13]. The comprehensive 

examination of these variables allows us to assess the multifaceted nature of diabetes risk among prospective 

athletic candidates. By exploring how socio-demographic factors intersect with anthropometric measures, we 

aim to provide valuable insights that can inform diabetes prevention strategies tailored to this unique 

population. The primary objectives of this study are as follows: To develop an early prediction model for 

diabetes among prospective athletic candidates, to compare the performance of logistic and probit regression 

models in predicting diabetes risk within this specific population, to identify significant socio-demographic 

and anthropometric factors that influence the likelihood of diabetes among athletic candidates and to provide 

insights that can inform targeted interventions and preventive measures for reducing diabetes risk in the 

athletic community. 

The significance of this study extends beyond its academic contributions. It holds practical implications 

for athletes, coaches, trainers, healthcare professionals, and policymakers involved in the care and training of 

athletes. Early prediction of diabetes risk can facilitate proactive measures such as personalized dietary plans, 

lifestyle modifications, and early medical interventions. By understanding the interplay of socio-demographic 

and anthropometric factors, stakeholders can implement strategies aimed at minimizing diabetes risk within 

the athletic community, ultimately promoting the well-being and athletic performance of prospective 

candidates. 

 

2. RESEARCH METHODS 

2.1 Dataset 

The research conducted is applied research with primary data taken from prospective athletes in East 

Java, including prospective athletes from State University of Surabaya and East Java Koni Athletes in 2023. 
The number of individuals in this study were all prospective athletes who took part in the selection of 

prospective athletes. In this study, two observations were made, namely socio-demographic and 

anthropometry. Socio-demographic observations involve collecting data on characteristics social and 

demographic characteristics of individuals or groups. This includes factors such as age, gender, father’s job, 

mother’s job, finance. Anthropometric observations on athletes are carried out with the aim of understanding 

body proportions and physical characteristics that influence an athlete's ability in sports certain. This includes 

factors such as height, weight, BMI, and waist. 

2.2 Logistic Regression 

Logistic regression is a statistical analysis method for describing relationships between response 

variable that is dichotomous (nominal or ordinal scale with two category) or polychotomous (nominal or 

ordinal scale with more than two category) with one or more predictor variables on continuous or categorical 

scale [14]. Logistic regression can be divided into binary, multinomial, and ordinal logistic regression [15]. 

In this paper, we will discuss about binary logistic regression that the response variable is categorized into 0 

(fail) and 1 (success) [16]. The form of probability in binary logistic regression model can be expressed in 

the probability function [17]: 

𝒇(𝒚𝒊) = 𝝅(𝒙𝒊)𝒚𝒊(𝟏 − 𝝅(𝒙𝒊))𝟏−𝒚𝒊 (1) 

where 𝒚𝒊 = 𝟎; 𝟏, 𝝅(𝒙𝒊) is the probability of success,  𝟏 − 𝝅(𝒙𝒊) is the probability of failure and 𝒊 = 𝟏, 𝟐, … , 𝒏 

is the observation index. Logistic regression model used are [5]: 

𝝅(𝒙) =
𝒆𝜷𝟎+𝜷𝟏𝒙𝟏+𝜷𝟐𝒙𝟐+⋯+𝜷𝒑𝒙𝒑

𝟏 − 𝒆𝜷𝟎+𝜷𝟏𝒙𝟏+𝜷𝟐𝒙𝟐+⋯+𝜷𝒑𝒙𝒑
 

(2) 

where 𝒑 is the number of predictor variables. To estimate the regression parameter easier, 𝝅(𝒙) in Equation 

(𝟐) transformed. Then the logit transformation is: 
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𝒈(𝒙) = 𝒍𝒐𝒈 (
𝝅(𝒙)

𝟏 − 𝝅(𝒙)
) = 𝜷𝟎 + 𝜷𝟏𝒙𝟏 + 𝜷𝟐𝒙𝟐 + ⋯ + 𝜷𝒑𝒙𝒑 

(3) 

 

2.3 Parameter Estimation for Logistic Regression 

Estimation of the regression model parameters is carried out using Maximum Likelihood Estimation 

(MLE) method [18]. Basically, the maximum likelihood method provides an estimated value of 𝜷 to 

maximize the likelihood function [19]. Systematically, the likelihood function for the binary logistic 

regression model: 

𝑳(𝜷) = ∑ 𝒇(𝒚𝒊; 𝜷)
𝒑

𝒋=𝟎
= ∑ 𝝅(𝒙𝒊)𝒚𝒊(𝟏 − 𝝅(𝒙𝒊))𝟏−𝒚𝒊

𝒑

𝒋=𝟎
 

(4) 

Maximize 𝑳(𝜷) on Equation (4) by transforming 𝒍𝒏 to the likelihood function [5]: 

𝒍(𝜷) = ∑ [∑ 𝒚𝒊𝒙𝒊𝒋

𝒏

𝒊=𝟏
] 𝜷𝒋

𝒑

𝒋=𝟎
− ∑ 𝒍𝒏 [𝟏 + 𝒆𝒙𝒑 (∑ 𝜷𝒋𝒙𝒊𝒋

𝒏

𝒊=𝟏
)]

𝒏

𝒊=𝟏
 

(5) 

Obtain an estimator for 𝛽 by deriving the 𝒍𝒏 likelihood function to the parameter 𝜷 and then equate it to zero: 

𝝏𝒍(𝜷)

𝝏𝜷𝒋
= ∑ 𝒚𝒊𝒙𝒊𝒋

𝒏

𝒊=𝟏
− ∑ 𝒙𝒊𝒋

𝒏

𝒊=𝟏
𝝅(𝒙𝒊) = 𝟎 ; 𝒋 = 𝟎, 𝟏, 𝟐, … , 𝒑 

(6) 

where 𝒑 is the number of predictor variables and  

𝝅(𝒙𝒊) =
𝒆

∑ 𝜷𝒋𝒙𝒊𝒋
𝒑
𝒋=𝟏

𝟏 − 𝒆
∑ 𝜷𝒋𝒙𝒊𝒋

𝒑
𝒋=𝟏

; 𝒋 = 𝟎, 𝟏, 𝟐, … , 𝒑 

 

Based on the estimation results for parameter 𝜷 with the maximum likelihood method above, an implicit 

function is obtained. So, the Newton-Raphson method is needed to optimize Equation (6) [20]. 

2.4 Probit Regression 

Probit regression is a non-linear model with a normal distribution used to describing relationships 

between two or more variables with categorial data that have 𝜺𝒊 as error factor [21]. In some books and other 

references, the probit model is said to be with another name, namely the normit model. Since the response 

variable is binary, then the binomial distribution with the probability function [5]: 

𝒇(𝒚𝒊; 𝝅𝒊) = 𝝅(𝒙𝒊)𝒚𝒊(𝟏 − 𝝅(𝒙𝒊))𝟏−𝒚𝒊 (7) 

where 𝒚𝒊 = 𝟎; 𝟏, 𝝅𝒊 is the probability occurance of the 𝒊 for 𝒚𝒊 = 𝟏, and 𝟏 − 𝝅𝒊 is the probability occurance 

of the 𝒊 for 𝒚𝒊 = 𝟎.  

𝑷(𝒚𝒊 = 𝟏|𝒙𝒊) =  𝚽(𝒙′
𝒊𝜷) = ∫ 𝝓(𝒛)𝒅𝒛

𝒙′
𝒊𝜷

−∞

 
(8) 

where 𝚽(. ) is the cumulative function of the normal distribution and 𝝓(. ) is the normal distribution 

probability function [22]. 

𝚽(𝒈(𝒙)) =
𝟏

√𝟐𝝅
∫ 𝒆

𝒛𝟐

𝒛 𝒅𝒛
𝒈(𝒙)

−∞

 
(9) 

In general, the probit regression model can be expressed in the form[23]: 

𝝅𝒊 = 𝚽(𝒁𝒊) = 𝚽(𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 + ⋯ + 𝜷𝒑𝒙𝒊𝒑 + 𝜺𝒊) (10) 

Since probit model is related to the cumulative function of Normal distribution, it can be written probit model 

[24]:  
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𝒁𝒊 = 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 + ⋯ + 𝜷𝒑𝒙𝒊𝒑 + 𝜺𝒊 (11) 

To obtain an expectation of the probit value (𝒁𝒊), then the inverse of the normal cumulative distribution 

function can be obtained [25]: 

𝝅𝒊 = 𝚽−𝟏(𝒁𝒊) = 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 + ⋯ + 𝜷𝒑𝒙𝒊𝒑 + 𝜺𝒊 (12) 

2.5 Parameter Estimation for Probit Regression 

One of the parameter estimation in the probit regression is by using the Maximum Likelihood 

Estimation (MLE) method that estimates the parameter 𝜷 by maximizing the likelihood function with the 

condition that the data follows a certain distribution (normal distribution) [26]. The likelihood function for 

the probit regression model [27]: 

𝑳(𝛃) = ∏ 𝒇(𝒚𝒊; 𝝅𝒊)
𝒏

𝒊=𝟏
 

(13) 

The cumulative function of normal distribution function is then transformed into the probit regression 

function: 

𝑳(𝛃) = ∏ 𝚽(𝒙′
𝒊𝜷)𝒚𝒊(𝟏 − 𝚽(𝒙′

𝒊𝜷))𝟏−𝒚𝒊

𝒏

𝒊=𝟏
 

(14) 

where 𝚽(. ) is the cumulative function of the normal distribution. Then, maximize 𝑳(𝜷) on Equation (14) 

by transforming 𝒍𝒏 to the likelihood function, so we get: 

𝒍(𝛃) = ∑ 𝒚𝒊𝐥𝐧 (𝚽(𝒙′
𝒊𝜷)

𝒏

𝒊=𝟏
) + ∑ (𝟏 − 𝒚𝒊)𝐥𝐧 (

𝒏

𝒊=𝟏
𝟏 − 𝚽(𝒙′

𝒊𝜷)) 
(15) 

Obtain an estimator for 𝛽 by deriving the 𝒍𝒏 likelihood function of Equation (15) to the parameter 𝜷 

and then equate it to zero. However, it often does not get explicit result, so the Newton-Raphson method is 

needed to optimize the equation [20].  

2.6 Testing of Parameter Significance 

The model obtained needs to be tested, so the relationship between the response variable and the 

predictor variables can be clearly defined. The test is simultaneous and a partial test [5]. The simultaneous 

test is carried out to determine the effect of predictor variables on the response variable simultaneously with 

the following hypothesis [28]: 

𝑯𝟎: 𝜷𝟏 = 𝜷𝟐 = ⋯ = 𝜷𝒋 = 𝟎  

𝑯𝟏: at least one 𝜷𝒋 ≠ 𝟎; 𝒊 = 𝟏, 𝟐, … , 𝒋 

The form of 𝐺 test statistic or likelihood ratio test [20]: 

𝑮 = −𝟐𝒍𝒏 [
(

𝒏𝟎
𝒏 )

𝒏𝟎
(

𝒏𝟏
𝒏 )

𝒏𝟏

∑ �̂�𝒊
𝒚𝒊𝒏

𝒊=𝟏 (𝟏 − �̂�𝒊)𝟏−𝒚𝒊
] 

 

(16) 

where 𝒏𝟏=∑ 𝒚𝒊
𝒏
𝒊=𝟏  or the number of observations with value 𝒚 =  𝟏, 𝒏𝟎=∑ (𝟏 − 𝒚𝒊)𝒏

𝒊=𝟏  or the number of 

observations with value 𝒚 =  𝟎, and 𝒏 = 𝒏𝟏 + 𝒏𝟎. The G test statistic follow the Chi-Square distribution, so 

that reject 𝑯𝟎 if 𝑮 > 𝓧𝟐
(𝜶,𝒑) or 𝒑 − 𝒗𝒂𝒍𝒖𝒆 < 𝜶. The partial test is done by testing each parameter 𝜷𝒋 

individually [29]. It is conducted to determine the effect of each predictor variable on the response variable 

with the following hypothesis [19]: 

𝑯𝟎: 𝜷𝒋 = 𝟎  

𝑯𝟏: 𝜷𝒋 ≠ 𝟎; 𝒋 = 𝟏, 𝟐, … , 𝒑  

According to Hosmer and Lemeshow, the Wald test statistic [30]: 
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𝑾 =
�̂�𝒋

𝑺�̂�(�̂�𝒋)
 

(17) 

Where �̂�𝒋 is the estimator 𝜷𝒋 and 𝑺�̂�(�̂�𝒋) is the standard error estimator 𝜷𝒋 [19]. The test statistic W follows 

the standard normal distribution, so that reject 𝑯𝟎 if |𝑾| > 𝒁(𝟏−𝜶)/𝟐 or 𝒑 − 𝒗𝒂𝒍𝒖𝒆 < 𝜶. 

2.7 Best Model Selection Criteria 

Akaike's Information Criterion (AIC) was introduced by Akaike as an information criteria that is used 

to obtain a model that fits to the data used. In addition, Konishi said that AIC is also being a comparison 

between statistical models considered as a basis for evaluating suitability model [31]. Akaike Information 

Criterion (AIC) equation [32]: 

𝑨𝑰𝑪 = −𝟐 𝐥𝐨𝐠(𝑳(𝜷)) + 𝟐𝒑 (18) 

where  𝑳(𝜷) is likelihood estimation and 𝒑 is the number of variables. 

 

3. RESULTS AND DISCUSSION 

3.1 Descriptive Statistical Analysis 

To be able to understand the characteristics of the data, descriptive statistical analysis is needed. This 

is to provide an overview of the distribution of data for each variable. In this research, the response variable 

is Diabetes Disease and the data representation, as follows: 

 
Figure 1. Percentage of the Response Variable 

 

Based on the pie chart, there are only two categories of response variable. As much as 25.36% belong 

to category 1, state for a person suffering from diabetes, and 74.64% belong to category 0 state for someone 

who does not suffer from diabetes disease. There are 9 predictor variables that grouped into two, namely 

anthropometry (height/𝑋1, weight/𝑋2, Body Mass Index or BMI/𝑋3, waist/𝑋4) and socio-demographic 

(age/𝑋5, gender/𝑋6, father’s job/𝑋7, mother’s job/𝑋8, and finance/𝑋9). All of the predictor variables are 

also categorical. 
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(a) (b)     (c) 

 
(d) (e)     (f) 

 
(g) (h)     (i) 

Figure 2. Variable Characteristics of (a) Height, (b) Weight, (c) Body Mass Index or BMI, (d) Waist, (e) Age,  

(f) Gender, (g) Father’s job, (h) Mother’s job, and (i) Finance. 

 

Based on Figure 2, height is the measurement from head to foot that is divided into 2 categories: 0 for 

height under 170 cm, and 1 for height greater than or equal to 170 cm, in which there are 11.50% and 13.27% 

respondents who suffered from diabetes from categories 0 and 1, respectively. Weight is body’s relative mass 

that is divided into 2 categories: 0 for weight under 60 kg, and 1 for weight greater than or equal to 60 kg, in 

which there are 7.96% and 16.81% respondents who suffered from diabetes from categories 0 and 1, 

respectively. Body Mass Index is a person’s weight in kilograms divided by the square of the height in meters 

that is divided into 2 categories are 0 for BMI under 25, and 1 for BMI greater than or equal to 25, in which 

there are 18.58% and 6.19% respondents who suffered from diabetes from categories 0 and 1, respectively. 

The person’s waist size is divided into 2 categories: 0 for waist size under 85 cm, and 1 for waist size greater 

than or equal to 85 cm, in which there are 19.47% and 5.31% respondents are suffered from diabetes from 

categories 0 and 1, respectively. Age is the length of the respondent’s life calculated from birth to the last 

birthday that is divided into 2 categories: 0 for age under 21 years old, and 1 for age greater than or equal to 

21 years old.  
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Gender is divided into 2 categories: 0 for woman, and 1 for man. Age and Gender has the same 

percentage for the respondent who suffer from diabetes, in which there are 7.08% and 17.70% from categories 

0 and 1, respectively. Father’s job and mother’s job are divided into 2 categories: 0 for formal job, and 1 for 

informal job. Both also has the same percentage for the respondent who suffer from diabetes, in which there 

are 15.04% and 9.73% from categories 0 and 1, respectively. The last is finance, there are 3 categories of 

finance, 0 for parents’ salary under 3 million rupiahs, 1 for parents’ salary in the range of 3-6 million rupiahs 

and 2 for parents’ salary above 6 million rupiahs, in which there are 14.16%, 7.07%, and 3.54% respondents 

who suffered from diabetes from categories 0, 1, and 2, respectively. The minimum, maximum, mean, 

variance, and standard deviation values of predictor variables are presented in the table of descriptive 

statistical analysis for predictor variables. 

Table 1. Descriptive Statistical Analysis for Predictor Variables 

Predictor 

Variables 

Min Max Mean 

(𝝁) 

Variance 

(𝝈𝟐) 

Standard 

Deviation (𝝈) 

Height 0 1 0.4159 0.2451011 0.4950769 

Weight 0 1 0.5487 0.2498420 0.4998419 

BMI 0 1 0.1239 0.1095133 0.3309279 

Waist 0 1 0.1681 0.1411188 0.3756579 

Age 0 1 0.6549 0.2280341 0.4775292 

Gender 0 1 0.6195 0.2378319 0.4876801 

Father’s Job 0 1 0.4602 0.2506321 0.5006317 

Mother’s Job 0 1 0.2478 0.1880531 0.4336509 

Finance 0 2 0.7168 0.5440898 0.7376244 

 
Based on Table 1, all the minimum value is 0 and the maximum value is 1 except for finance variable, 

because it is divided into 3 categories. Height has a mean value of 0.4159 and variance of 0.2451. Weight 

has a mean value of 0.5487 and variance of 0.2498. Body Mass Index has a mean value of 0.1239 and variance 

of 0.1095. Waist has a mean value of 0.1681 and variance of 0.1411. Age has a mean value of 0.6549 and 

variance of 0.2280. Gender has a mean value of 0.6195 and variance of 0.2378. Father’s Job has a mean value 

of 0.4602 and variance of 0.2506. Mother’s Job has a mean value of 0.2478 and variance of 0.1880. Lastly, 

Finance has a mean value of 0.7168 and variance of 0.5440. 

3.2 Factors Affecting of Diabetes Disease Using Logistic Regression 

There are two steps to analyze the relationship between the response variable and the predictor 

variables. First step is simultaneous test using G test or likelihood ratio test. Simultaneous parameter testing 

produces the value of test statistic G is 16.69, which is more than critical value from Chi-square with alpha 

0.05 and degree of freedom 9, 𝒳2
(9,0.05) = 3.32. In addition, the likelihood ratio test obtained a p-value of 

0.006036 less than α (0.05).  The decision is to reject 𝐻0, means that there is at least one predictor variable 

that influence the response variable. The Second step is partial test using Wald test.  

Table 2. Partial Test using Logistic Regression using R 

Predictor 

Variables 

Coef. SE 𝒛𝒗𝒂𝒍𝒖𝒆 𝒑 − 𝒗𝒂𝒍𝒖𝒆 

Height 0.40317 0.67393 0.598 0.54968  

Weight 0.34662 0.72062 0.481 0.63052  

BMI 1.06226 0.76512 1.388 0.16503  

Waist -0.17123 0.75113 -0.228 0.81968  

Age 0.33628 0.54582 0.616 0.53783  

Gender -0.09838 0.75882 -0.130 0.89684  

Father’s job -0.24320 0.54280 -0.448 0.65412  

Mother’s job 1.82118 0.63826 2.853 0.00433 ∗∗ 

Finance -0.84703 0.41987 -2.017 0.04366 ∗ 

Intercept -1.62751 0.65011 -2.503 0.01230 ∗ 
*) significant at 𝛼 = 5% 

**) significant at 𝛼 = 1% 

Based on the result of partial test logistic parameter, the value of test statistic 𝑊 for mother’s job is 

2.853 and the value of test statistic 𝑊 for finance is -2.017, which are more than critical value from 𝑍(1−α)/2 

with α (0.05). In addition, the 𝑝-value for mother’s job is 0.0043 and 𝑝-value for finance is 0.04366, which 
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are less than α (0.05). The decision is to reject 𝐻0, means that the predictor variables mother’s job and finance 

significant to the response variable diabetes disease. In logistic regression analysis, it was found that there 

was no significant relationship between anthropometric factors and diabetes. This is because almost all 

athletes have good body condition in terms of height, weight, BMI and waist. So, it is possible that diabetes 

can be caused by factors other than anthropometry. 

The logistic regression model formed is as follows: 

𝜋(𝑥) =

exp (−1.62751 + 0.40317𝑥1 + 0.34662𝑥2 + 1.06226𝑥3 − 0.17123𝑥4

+0.33628𝑥5 − 0.09838𝑥6 − 0.24320𝑥7 + 1.82118𝑥8 − 0.84703𝑥9)

1 + (
exp (−1.62751 + 0.40317𝑥1 + 0.34662𝑥2 + 1.06226𝑥3 − 0.17123𝑥4

+0.33628𝑥5 − 0.09838𝑥6 − 0.24320𝑥7 + 1.82118𝑥8 − 0.84703𝑥9)
)
 

From the logistic model that was formed, the prediction results were obtained, namely that of the 85 

respondents who were diabetes free, there were 82 respondents who were categorized correctly and 3 people 

who were categorized incorrectly. There were 28 respondents who were indicated to be diabetic, with 9 

people classified correctly and 19 people categorized incorrectly. The prediction results from the model above 

are presented in the contingency Table 3 below: 

Table 3. Prediction Results with Logistic Regression 

Observed 
Prediction 

Diabetes Free Diabetes 

Diabetes Free 82 3 

Diabetes 19 9 

The prediction accuracy level with the logistic regression model was 80.53%. 

3.3 Factors Affecting of Diabetes Disease Using Probit Regression 

As previously explained, analysis using probit regression has the same steps as logistic regression 

analysis. The only thing that differentiates these two methods is the link function. In the simultaneous test, 

the G test or likelihood ratio test is used. The statistical test value in simultaneous testing produces a G value 

of 16.18, this value is greater than the Chi Square critical point value with α 0.05 and degree of freedom 9, 

𝒳2
(9,0.05) = 3.32. Based on the likelihood ratio test, it produces a 𝑝-value of 0.01335, which is less than α 

(0.05).  Therefore, the decision is to reject 𝐻0 means that there is at least a predictor variable that influenced 

the response variable. Simultaneous tests give results that there are variables that have an influence in the 

model. For variables that have a significant effect, a partial test is carried out using the Wald test. 

Table 4. Partial Test using Probit Regression using R 

Predictor 

Variables 

Coef. SE 𝒛𝒗𝒂𝒍𝒖𝒆 𝒑 − 𝒗𝒂𝒍𝒖𝒆 

Height 0.27481 0.39219 0.701 0.48348  

Weight 0.20267 0.41254 0.491 0.62324  

BMI 0.61471 0.45278 1.358 0.17457  

Waist -0.08545 0.42673 -0.200 0.84129  

Age 0.16518 0.30694 0.538 0.59047  

Gender -0.07885 0.43362 -0.182 0.85571  

Father’s job -0.10886 0.30733 -0.354 0.72318  

Mother’s job 1.04701 0.36210 2.892 0.00383  ∗∗ 

Finance -0.47030 0.23379 -2.012 0.04426 ∗ 

(intercept) -0.96681 0.35985 -2.687 0.00722 ∗∗ 
*) significant at 𝛼 = 5% 

**) significant at 𝛼 = 1% 

The result of the analysis probit regression using the Wald test gave results that were not much different 

from the logistic regression analysis, in the anthropometric factors there was not a single significant variable. 

In the socio-demographic factors, there are maternal employment and income variables which show a 

significant influence. These two variables show opportunity values that are smaller than α (0,05). The probit 

regression model formed is as follows: 
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𝜋𝐼 = Φ(𝑍𝑖) = −0.96681 + 0.27481𝑥1 + 0.20267𝑥2 + 0.61471𝑥3 − 0.08545𝑥4 + 0.16518𝑥5

− 0.07885𝑥6 − 0.10886𝑥7 + 0.47030𝑥8 − 0.47030𝑥9 

Based on the probit model obtained, categories of model prediction results and actual data were 

grouped. This is to show the accuracy of the predictions of the logit regression model. Based on the category 

results, it was found that of the 85 respondents who were free of diabetes, there were 82 respondents in the 

correct category and 3 people in the incorrect category. There were 28 respondents who were indicated to be 

suffering from diabetes, with details of 8 people in the correct category and 20 people in the wrong category. 

The prediction results from the model above are presented in contingency Table 5 below: 

Table 5. Prediction Results with Logistic Regression 

Observed 
Prediction 

Diabetes Free Diabetes 

Diabetes Free 82 3 

Diabetes 20 8 

The prediction accuracy level with the probit regression model was 79.65%. 

3.4. Best Model Selecting Criteria 

To selecting the best model between logistic regression and probit regression using Akaike’s 

Information Criterion (AIC) value, the smaller AIC value means closer to the actual value or being the best 

model. The result of AIC value is shown in the table model selection with AIC: 

Table 4. Model Selection Using AIC 

Regression 

Model 

AIC 

Logistic 129.85 

Probit 130.35 

To get the best model in predicting diabetes in prospective athletes, look at the model with the lowest 

AIC value. Logistic regression has smaller AIC value than probit regression, means that the logistic model is 

the best model. This result is in accordance with the accuracy results of the two models, the logistic regression 

model provides a higher accuracy value. So, to model the anthropometric and socio-demographic factors of 

prospective athletes on the chance of diabetes, it is better to use a logistic regression model. 

 

4. CONCLUSIONS 

Prediction results using logistic regression analysis provide higher accuracy values when compared to 

prediction accuracy values using the probit regression model. Our analysis unequivocally demonstrated that 

the logistic regression model outperformed the probit regression model, as evidenced by its lower AIC value 

(129.85). This indicates that the logistic regression model provides a more accurate representation of the data 

for predicting diabetes risk among prospective athletic candidates. Furthermore, our investigation unveiled 

the pivotal role of two specific factors in influencing the likelihood of diabetes within this population: 

mother's occupation and financial status. The implications of these findings are profound. Coaches, trainers, 

healthcare professionals, and policymakers can now draw from this study's insights to develop targeted 

programs aimed at mitigating diabetes risk among athletes. Strategies may include specialized dietary plans, 

lifestyle modifications, and enhanced access to healthcare resources, especially for athletes from 

economically disadvantaged backgrounds. 
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