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ABSTRACT 

Article History: 
The percentage of poor people in Bengkulu Province is high from year to year. The poverty 

rate in Bengkulu Province also tends to fluctuate. If there is a decrease in the poverty rate, 

the decrease is relatively small. Poverty in the regions of Bengkulu Province also varies 

from district to district, subdistrict, and village to village, because poverty data is spatial 

data that varies regionally. The diversity of poverty data in Bengkulu Province is influenced 

by spatial effects, namely spatial dependency and spatial heterogeneity. Spatial dependency 

occurs due to spatial error correlation in cross section data, while spatial heterogeneity 

occurs due to random area effects, which is the difference between one region and another. 

Therefore, classical methods are not qualified enough to analyze the resulting diversity. 

This research will model the poverty of each district/city in Bengkulu Province using Mixed 

Geographically Weighted Regression (MGWR), because this method is quite complex in 

modeling data that contains spatial heterogeneity and variations in geospatial data. This 

modeling aims to identify and analyze poverty indicators in Bengkulu Province spatially, 

namely based on poverty data in each district/city in Bengkulu Province. The results showed 

that by using the MGWR method, the variables that locally influence the percentage of 

extreme poor people in each district/city in Bengkulu Province are Female Head of 

Household (𝑋1) and not having a water heater (𝑋2). Meanwhile, the variable that has a 

global effect on the percentage of the extreme poor in each district/city in Bengkulu 

Province is not having a flat screen television (𝑋3). 
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1. INTRODUCTION 

The problem of poverty is one of the fundamental problems that is complex and multidimensional in 

nature so that it becomes the center of attention of the government in any country. In Indonesia, the 

government has great concern for the creation of a just and prosperous society, so that the implemented 

development programs always include poverty alleviation efforts within it. The Central Bureau of Statistics 

(BPS) states that poverty is seen as an economic inability to meet basic food and non-food needs measured in 

terms of expenditure. Poor people are people who have an average monthly per capita expenditure below the 

poverty line. In September 2022, the number of poor people in Indonesia reached 26,36 million people (9,57 

percent). This number increased by 0,14 million people against September 2021. The percentage of poor 

people in urban areas is 7,53 percent. Meanwhile, the percentage of poor people in rural areas is 12.36 percent 

[1]. 

The percentage of poor people in Indonesia varies for each region. This difference is caused by the 

inequality between regions in Indonesia. The largest percentage of poor people is located in the Maluku and 

Papua Islands, at 20,10 percent, while the lowest percentage of poor people is located in Kalimantan Island, 

at 5,9 percent. In terms of numbers, most of the poor are still in Java (13,94 million people), while the lowest 

number of poor people are in Kalimantan (1,00 million people) [1]. The percentage of poor people in Sumatra 

Island in September 2022 was 9,47 percent (5,67 million people). In other words, Sumatra Island is an island 

where there are still many poor people. 

Bengkulu Province is a province located on the island of Sumatra. Bengkulu Province ranks sixth as 

the poorest province in Indonesia in September 2022 based on the percentage of poor people, which amounted 

to 14,34 percent. This percentage of 14.34 percent increased by 0.09 percent from September 2021 [2]. The 

percentage of poor people in Bengkulu Province is high from year to year. The poverty rate in Bengkulu 

Province also tends to fluctuate. If there is a decrease in the poverty rate, the decrease is relatively small. 

Poverty that occurs in areas in Bengkulu Province also varies for each district/city, subdistrict, and village, 

because poverty data is spatial data that varies regionally. 

The diversity of poverty data in Bengkulu Province is influenced by spatial effects, namely spatial 

dependence and spatial heterogeneity. Spatial dependency occurs due to the spatial correlation of errors in 

the cross-section data, while spatial heterogeneity occurs due to the random region effect, which is the 

difference between one region and another [3]. Therefore, classical methods are not qualified enough to 

analyze the resulting diversity. One method that can overcome these problems is Geographically Weighted 

Regression (GWR). GWR model is a spatial modeling that produces parameters that are local to each point 

and location where the data is observed. However, not all regression coefficients in the GWR model vary 

spatially. Therefore, the GWR model was developed into a Mixed Geographically Weighted Regression 

(MGWR) model. The MGWR model is a combination of global linear regression and GWR [4]. The use of 

Mixed Geographically Weighted Regression (MGWR) compared to regular GWR can have some strong 

scientific reasons, especially related to the complexity and variation of geospatial data. The following are 

several scientific reasons that support the use of MGWR, namely the existence of Spatial Heterogeneity: 

MGWR allows a more flexible model by taking into account spatial heterogeneity, namely variations in 

patterns and relationships between variables that can vary in various geographic locations. This is important 

because physical and social environments are often heterogeneous and MGWR can capture these varying 

patterns better than GWR which only takes local patterns into account. Non-Stationarity: The concept of non-

stationarity refers to changes in the relationships between variables spatially or temporally. MGWR can 

capture this non-stationarity better than regular GWR, because it can model spatially and temporally varying 

effects [5]. Adjustment for Global Trends: Although MGWR takes into account local effects that vary by 

location, it can also account for global trends that may exist in the data. This is important because global 

trends can provide important context and information in understanding the phenomenon being studied. 

This research will model poverty in each district/city in Bengkulu Province using Mixed 

Geographically Weighted Regression (MGWR). This modeling will identify and analyze poverty indicators 

in Bengkulu Province spatially, which is based on poverty data in each district/city in Bengkulu Province. 

The resulting indicators will be global and local indicators. Global indicators are indicators of poverty in 

Bengkulu Province in general, while local indicators are indicators of poverty in each district/city in Bengkulu 

Province. The poverty indicators obtained at each location (district/city) will affect the policies given to each 

region in poverty alleviation efforts. 
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Research on poverty in Bengkulu Province has been conducted by [6], conducted research on poverty 

modeling in Bengkulu Province using Small Area Estimation and Penalized Spline Semiparametric 

Regression. This study produced a poverty model in Bengkulu Province, namely a linear P- Spline model with 

1 knot. [7] also conducted research on poverty in Bengkulu Province. The study produced factors that 

influence poverty in each sub-district in Bengkulu Province using the Geographically Weighted Logistic 

Regression method. The results showed that the number of education facilities affected poverty in 103 

subdistricts in Bengkulu Province, while in the other 10 subdistricts, poverty was influenced by the number 

of families without electricity, the number of education facilities, the number      of health facilities, the number 

of JAMKESMAS recipients, and the number of SKTM. This is due to the spatial heterogeneity effect of the 

data. [8] also conducted research on Mixed Geographically Weighted Regression (MGWR) on Poverty Rates 

in Central Java. The results of the research show that there are five predictor variables that have a significant 

effect on the level of poverty in districts/cities in Central Java, namely minimum wage (𝑋1), percentage of 

the number of families working in the agricultural sector (𝑋2), percentage of the number of families who 

utilize the health insurance program. National Jamkesmas (𝑋4), percentage of families who have defecation 

facilities (𝑋6), and inflation (𝑋8). 

This research is a follow-up research from [6] [7]. In this follow-up research, the method used will 

produce global and local poverty indicators in Bengkulu Province. This research is expected to be the basis of 

government policy in alleviating poverty in Bengkulu Province in terms of the district/city area.  

 

2. RESEARCH METHODS 

2.1  Data and Data Sources 

The data used in this study are secondary data obtained from the Bengkulu Province Central Bureau 

of Statistics (Susenas 2022). The variables used in this study are the percentage of extreme poor people in 

each district/city in Bengkulu Province in 2022 as the response variable (𝑌). Meanwhile, the predictor 

variables used are Female Head of Household (𝑋1), Not having a water heater (𝑋2), and not having a flat 

screen television (𝑋3) with the unit being the number of households. This data will be used to model, identify, 

and analyze the indicators that influence poverty in Bengkulu Province using the MGWR method. The choice 

of this variable is of course due to the diversity of poverty data that occurs in Bengkulu Province which is 

influenced by spatial effects, namely spatial dependency and spatial heterogeneity. 

2.2 Regression Analysis 

According to [9], regression analysis deals with the study of the dependence of one variable, namely 

the dependent variable on one or more independent variables. The form of a regression model with k predictor 

variables and n observations is as follows: 

𝑌𝑖 = 𝛽0 +∑ 𝛽𝑗𝑋𝑗
𝑘

𝑗=1
+ 휀𝑖    (1) 

with 𝑖 = 1,2,… , 𝑛  
𝑌𝑖 : the response variable-𝑖 
𝑋𝑗 : the predictor variable-𝑗 

휀𝑖 : error-𝑖 
𝛽𝑗 : regression model parameters 

𝛽0 : intercept 

2.3 Testing for Spatial Heterogeneity 

 Testing for spatial heterogeneity refers to the presence of diversity in the relationship across regions 

[10]. In almost every case it is assumed that we will get a different relationship at each observation location. 

As a result, global parameters estimated from geographic data do not describe well the geographic 
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phenomenon at a particular location. Spatial heterogeneity can be identified using the Breusch-Pagan test 

[11].The hypothesis used is as follows: 

𝐻0 : 𝜎1
2 = 𝜎2

2 = ⋯ = 𝜎𝑛
2 = 𝜎2 (no spatial heterogeneity)  

𝐻1: at least one 𝜎𝑖
2 ≠ 𝜎2 (spatial heterogeneity exists)  

Test statistics: 

BP = 
1

2
𝑓𝑇𝑍(𝑍𝑇𝑍)−1 𝑍𝑇 ~𝜒(𝑝)

2  (2) 

with vector elements 𝑓 is 𝑓𝑖 =
𝑒𝑖
2

𝜎2
− 1 and 𝑍 is a matrix of size 𝑛 × (𝑝 + 1) which contains vectors that have 

been normalized standard for each observation. 𝐻0 is rejected if the BP > 𝜒(𝑝)
2  or 𝑝-value < α with 𝑝 is the 

number of independent variables, which means there exists spatial heterogeneity [12]. 

2.4 Spatial Weighting Function 

In spatial analysis, parameter estimates at longitude and latitude points (𝑢𝑖, 𝑣𝑖) will be more influenced 

by points that are close than points that are further away [13]. Therefore, the selection of spatial weights used 

in estimating parameters becomes very important. There are several methods that can be used to determine 

the weighting value, one of which is used in this research is the Adaptive Gaussian Kernel weighting function, 

because this kernel function has a different bandwidth at each observation location [14]. The Kernel Adaptive 

Gaussian weighting function can be calculated using the following equation: 

𝑤𝑖𝑗 = exp [−
1

2
 (
𝑑𝑖𝑗

ℎ𝑖
)2] (3) 

with: 

𝑑𝑖𝑗 = √(𝑢𝑖, 𝑢𝑗)
2 + (𝑣𝑖, 𝑣𝑗)

2  (4) 

  Based on this formula, dij is the euclidean distance between locations (ui, vi) to the location (uj, vj) and 

ℎ is a smoothing parameter or bandwidth [15]. Determining the optimum bandwidth is selected using the CV 

(Cross Validation) method [16]. The CV calculation in MGWR is the same as GWR which is calculated 

based on the average of the dependent and independent variables for the whole time. The optimum bandwidth 

is obtained if the resulting CV value is the minimum. The following is the formula for the Cross Validation 

method [17]: 

CV =∑[𝑦𝑖 − �̂�≠𝑖(ℎ)
2]

𝑛

𝑖=1

 (5) 

   With 𝑦𝑖 is the dependent variable at the observation location-𝑖 dan �̂�≠𝑖(ℎ) is the predicted value of the 

observation location-𝑖 without involving the location-𝑖 with bandwidth ℎ. 

2.5 Geographically Weighted Regression (GWR) 

According to [18], Geographically Weighted Regression (GWR) is a development of multiple linear 

regression models. This model is a linear regression model that produces parameter estimates that are local 

to each location where the data is obtained. The Geographically Weighted Regression (GWR) model was 

developed to overcome the influence of parameter heterogeneity resulting from spatial models caused by 

differences in the conditions of each location. The parameters resulting from the GWR model will be different 

in each location. The model of Geographically Weighted Regression (GWR) can be written as follows [19]: 

𝑦𝑖 = 𝛽0(𝑢𝑖, 𝑣𝑖) +∑ 𝛽𝑘(𝑢𝑖, 𝑣𝑖)
𝑝

𝑘=1
𝑥𝑖𝑘 + 휀𝑖 (6) 

2.6 Bandwidth 

 The choice of bandwidth in the GWR model is important because the accuracy of the model to the 

data is influenced by the bandwidth. The bandwidth can be analogized as the radius of a circle, so that an 

observation location point that is within the radius of the circle is still considered influential in shaping the 
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parameters at the observation location point to-𝑖. Therefore, the method of selecting the optimum bandwidth 

is very important to use for estimating the right weight function. 

 One of the methods used to determine the optimum bandwidth is the Cross Validation (CV) method as 

follows: 

𝐶𝑉(𝑏) = ∑ [𝑦𝑖 − �̂�𝑖≠1(𝑏)]
2𝑛

𝑖=1     (7) 

 

with �̂�𝑖≠1(𝑏) is the estimated value 𝑦𝑖, where the observation at point location-𝑖 is omitted from the estimation 

process. The optimum bandwidth value is obtained when the CV is minimum. 

2.7 Mixed Geographically Weighted Regression (MGWR) 

 The level of spatial diversity in some coefficients could not be significant, or it could be ignored. 

Consequently, GWR model was developed to the mix geographycal weighted regression (MGWR) in which 

it was the combination of linear regression model and GWR model [20]. The MGWR model is the 

development of a multivariate spatial model with local parameter estimators (GWR) for each observation 

location [21]. In the MGWR model some coefficients in the GWR model are assumed to be constant for all 

observations while others vary according to the location of observation. Based on the GWR model in the 

equation, if not all predictor variables have a local effect, but some have a global effect, then such a model is 

called a Mixed Geographically Weighted Regression (MGWR) model. In the MGWR model, some GWR 

coefficients are assumed to be constant for all locations while others vary according to the location of data 

observation. The MGWR model can be expressed as follows: 

𝑦𝑖 =∑ 𝛽𝑘
𝑞

𝑘=1
𝑥𝑖𝑘 +∑ 𝛽𝑘(𝑢𝑖, 𝑣𝑖)

𝑝

𝑘=𝑞+1
𝑥𝑖𝑘 + 휀𝑖 , 𝑖 = 1,2, . . , 𝑛 (8) 

with assumption 휀𝑖~𝑁(0, 𝜎
2) 

𝑦𝑖   : observation value of the response variable-𝑖 
𝑥𝑖𝑘   : the observation value of the predictor variable at observation -𝑖 
𝑢𝑖, 𝑣𝑖  : coordinate point (longitude, latitude) of the location-𝑖 
휀𝑖   : error-𝑖 
𝛽1, … , 𝛽𝑞 , 𝛽𝑞+1(𝑢𝑖, 𝑣𝑖), … , , 𝛽𝑝(𝑢𝑖, 𝑣𝑖): MGWR model parameters 

 

 In MGWR modeling, there are several tests that need to be carried out. These tests can be seen in the 

Table 1 [22]: 

Table 1. MGWR Testing 

Name of test Hypothesis testing Statistic testing Criteria 

MGWR model 

suitability test 

𝐻0: 𝛽𝑘(𝑢𝑖, 𝑣𝑖) = 𝛽𝑘 

(The MGWR model is 

not different from the 

Global Regression 

Model 

𝐻1: 𝛽𝑘(𝑢𝑖 , 𝑣𝑖) ≠ 𝛽𝑘 

(The MGWR model is 

different from the 

Global Regression 

Model) 

 

𝐹1 =
𝑦𝑇[(𝑰 − 𝑯) − (𝑰 − 𝑺)𝑇(𝑰 − 𝑺)]𝑦/𝑣1

𝑦𝑇(𝑰 − 𝑺)𝑇(𝑰 − 𝑺)𝑦/𝑢1
 

Reject 𝐻0 if the test 

statistic > table 

statistic or 𝑝𝑣𝑎𝑙𝑢𝑒 <
 𝛼 

Simultaneous 

testing of global 

predictor 

variable 

parameters 

𝐻0: 𝛽𝑞+1 = 𝛽𝑞+2 

= ⋯ = 𝛽𝑝 = 0 

𝐻1: There is at least 

one 𝛽𝑘 ≠ 0 

 

𝐹2 =
𝑦𝑇[(𝑰 − 𝑺𝒍)

𝑇 − (𝑰 − 𝑺𝒍) − (𝑰 − 𝑺)
𝑇(𝑰 − 𝑺)]𝑦/𝑟1

𝑦𝑇(𝑰 − 𝑺)𝑇(𝑰 − 𝑺)𝑦/𝑢1
 

Reject 𝐻0 if the 

test statistic > 

table statistic or 

𝑝𝑣𝑎𝑙𝑢𝑒 <  𝛼 
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Simultaneous 

testing of local 

predictor 

variable 

parameters 

𝐻0: 𝛽1(𝑢𝑖 , 𝑣𝑖)
= 𝛽2(𝑢𝑖 , 𝑣𝑖) = ⋯
= 𝛽𝑞(𝑢𝑖 , 𝑣𝑖) = 0 

𝐻1: There is at least one 

𝛽𝑘(𝑢𝑖 , 𝑣𝑖) ≠ 0 

 

𝐹3 =
𝑦𝑇 [(𝑰 − 𝑺𝒈)

𝑇
− (𝑰 − 𝑺𝒈) − (𝑰 − 𝑺)

𝑇(𝑰 − 𝑺)] 𝑦/𝑡1

𝑦𝑇(𝑰 − 𝑺)𝑇(𝑰 − 𝑺)𝑦/𝑢1
 

 

Reject 𝐻0 if the 

test statistic > 

table statistic or 

𝑝𝑣𝑎𝑙𝑢𝑒 <  𝛼 

Partial testing 

on global 

variables 

𝐻0: 𝛽𝑘 = 0 

𝐻1: 𝛽𝑘 ≠ 0 

 

𝑡 =
�̂�𝑘

�̂�√𝑔𝑘𝑘
 

 

Reject 𝐻0 if the 

test statistic > 

table statistic or 

𝑝𝑣𝑎𝑙𝑢𝑒 <  𝛼 
 

Partial testing 

on local 

variables 

𝐻0: 𝛽𝑘(𝑢𝑖, 𝑣𝑖) = 0 

𝐻1: 𝛽𝑘(𝑢𝑖 , 𝑣𝑖) ≠ 0 

 

𝑡 =
�̂�𝑘(𝑢𝑖, 𝑣𝑖)

�̂�√𝑚𝑘𝑘
 

 

Reject 𝐻0 if the 

test statistic > 

table statistic or 

𝑝𝑣𝑎𝑙𝑢𝑒 <  𝛼 
 

 

2.8 Research Activity Design 

 The design or stages in conducting research with the MGWR method are as follows: 

 

1. Data collection 

The data used in this research is secondary data in the form of raw data related to poverty variables in 

Bengkulu Province based on Susenas 2022 data. At this stage of data collection, the researcher collected 

the coordinate points of each district/city in Bengkulu Province, where the reference point was the central 

coordinate point of each district/city. 

2. Data Exploration 

Data exploration was conducted with the aim of providing a complete and accurate description of the 

poverty condition in Bengkulu Province. This exploration was carried out by mapping poverty 

conditions in Bengkulu Province using data on the percentage of subdistrict poverty and coordinate 

points that had been collected with Arcview GIS software. At this stage, assumptions were also tested 

as a condition for using spatial methods, including spatial autocorrelation, multicollinearity, and spatial 

heterogeneity using the R 4.0.2 program. 

3. MGWR Modeling 

The first step in MGWR modeling is to perform multiple linear regression modeling along with classical 

assumption testing. In testing classical assumptions, when the data used has spatial heterogeneity, it can 

be continued with GWR modeling. GWR modeling begins with the calculation of the optimum 

bandwidth and weight matrix of each observation location studied. Furthermore, the weight matrix will 

be used to estimate the GWR model parameters using WLS estimation. The parameter estimation results 

will then be tested whether they have a location effect or not. If there is a variable that does not have a 

location effect, then it can be assumed as a global coefficient. Then next, a spatial variability test will be 

conducted to determine the global and local coefficients that will be used in MGWR modeling. MGWR 

modeling is performed using an adaptive gaussian kernel weighting function. At this stage, the global 

and local indicators that determine poverty in Bengkulu Province will be obtained as well as the thematic 

map of the poverty model obtained (the stage of identifying indicators that affect poverty). In addition, 

the parameter estimation of the MGWR model will also be generated at this stage. 
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3. RESULTS AND DISCUSSION 

3.1 Classical Assumption Test 

3.1.1 Normality Test 

 The normality test used is the Anderson-Darling test, with the following hypothesis: 

𝐻0: Data obtained from a normally distributed population 

𝐻1: Data obtained from a population that is not normally distributed 

with test statistics: 

𝐴 = −𝑛 −
1

𝑛
∑[2𝑖 − 1] [ln (𝐹 (

𝑥𝑖 − �̅�

𝑠
)) + ln(1 − 𝐹(𝑍𝑛+1−𝑖))]

𝑛

𝑖=1

 

 The test results show that the statistical value of the Anderson-Darling test obtained is 𝐴 = 0.215 

with a 𝑝𝑣𝑎𝑙𝑢𝑒 = 0.7863 > 𝛼 = 0.17. So 𝐻0 is accepted, meaning that at a test significance level of 17% it 

can be said that the data comes from a normally distributed population. 

3.1.2 Spatial Heterogeneity Test 

 Spatial heterogeneity can be identified using the Breusch-Pagan test [11].The hypothesis used is as 

follows: 

𝐻0: There is no inequality of residual variance between one observation to another (homoscedasticity) 

𝐻1: There is inequality of residual variance between one observation to another (spatial 

heterogeneity) 

 with test statistics: 

BP = 
1

2
𝑓𝑇𝑍(𝑍𝑇𝑍)−1 𝑍𝑇 ~𝜒(𝑝)

2  

The test results show that the statistical value of the Breusch-Pagan test obtained is 𝐵𝑃 = 5.0332 with 

𝑝𝑣𝑎𝑙𝑢𝑒 = 0.1694 < 𝛼 = 0.17. Then 𝐻0 rejected, meaning that at the real level of testing 17% It can be said 

that there is an inequality of residual variance between one observation to another or there is spatial 

heterogeneity. The choice of alpha of course depends on the data characteristics, analysis objectives, and the 

desired trade-off between local sensitivity and global representation in GWR and MGWR modeling. The use 

of an alpha of 17% in the GWR and MGWR modeling in this research is due to the condition of the data 

which takes into account aspects of Spatial Heterogeneity and also with an alpha of 17% the GWR and 

MGWR models are believed to give considerable weight to local influences, namely, the influence of 

neighbors. nearest neighbors, are able to provide clearer information from the overall (global) data, and can 

help improve model resistance to high local variability, such as when there are outlier observations that may 

have a significant influence on local estimates. 

3.1.3 Multicollinearity Test 

The multicollinearity test aims to determine whether or not there is a relationship between the 

independent variables. Multiple regression analysis is said to be good if there is a relationship between one 

independent variable and another, if there is no such relationship then there is a multicollinearity problem. 

Multicollinearity testing can be seen from the VIF value, using package “car” in R-studio software and the 

following results are obtained: 

Table 2. Multicollinearity Test 

Variables VIF Value 

Female Head of Household (𝑋1) 2.83 

Does not have a water heater (𝑋2) 2.69 

Does not have a flat screen television (𝑋3) 1.11 

The regression model is said to have no multicollinearity if 𝑉𝐼𝐹 < 10 and the regression is said to have 

multicollinearity if the value of 𝑉𝐼𝐹 ≥ 10. Based on Table 2 which is an analysis of the data, the value of 𝑉𝐼𝐹 

< 10 for all independent variables so that it can be said that there is no multicollinearity problem in the data. 
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3.1.4 Autocorrelation test 

The autocorrelation test used is the Durbin-Watson test, with the following hypothesis: 

 𝐻0: There is no autocorrelation between one observation and another. 

 𝐻1: There is autocorrelation between one observation to another observation. 

with test statistics: 

𝑑 =
∑ (�̂�𝑡 − �̂�𝑡−1)

2𝑛
𝑡=2

∑ �̂�𝑡
2𝑛

𝑡=1

 

The test results show that the statistical value of the Durbin-Watson test obtained is 𝑑 = 2.6818 with 

𝑝𝑣𝑎𝑙𝑢𝑒 = 0.8382 > 𝛼 = 0.17. Then 𝐻0 accepted, meaning that at the real level of testing 17% it can be said 

that there is no autocorrelation between one observation to another. 

 

3.2 Geographically Weighted Regression 

In testing spatial heterogeneity, it is known that there is spatial heterogeneity in this research data, so 

GWR modeling will be carried out next. 

3.2.1 Calculation of Euclidean Distance 

The first thing that must be done before GWR modeling is to form a weight matrix (𝑊𝑖𝑗), where the 

weight matrix is formed by substituting the optimum bandwidth value and euclidean distance between 

locations (𝑑𝑖𝑗) distance between locations (𝑢𝑖, 𝑣𝑖). Then the euclidean distance calculation is done first. The 

calculation of euclidean distance requires the latitude and longitude values of each district/city in Bengkulu 

province which are then calculated using the Euclidean distance formula. 

𝑑𝑖𝑗 =

(

 
 
 
 
 
 
 

0 0.96 1.86 0.54 0.67 2.65 1.30 0.88 1.41 0.95
0.96 0 1.05 1.50 0.58 1.85 0.42 0.22 0.61 0.57
1.86 1.05 0 2.40 1.20 0.80 0.63 1.01 0.46 0.94
0.54 1.50 2.40 0 1.20 3.18 1.85 1.42 1.95 1.47
0.67 0.58 1.20 1.20 0 1.98 0.73 0.37 0.78 0.27
2.65 1.85 0.80 3.18 1.98 0 1.42 1.81 1.26 1.71
1.30 0.42 0.63 1.85 0.73 1.42 0 0.42 0.21 0.55
0.88 0.22 1.01 1.42 0.37 1.81 0.42 0 0.55 0.35
1.41 0.61 0.46 1.95 0.78 1.26 0.21 0.55 0 0.53
0.95 0.57 0.94 1.47 0.27 1.71 0.55 0.35 0.53 0 )

 
 
 
 
 
 
 

 

Bandwidth is a circle with a radius from the center point of the observed location, which means that 

locations around the bandwidth value still have a considerable influence on the observed location. The 

bandwidth value for each location is listed in Table 3, where the bandwidth value is the value obtained using 

the initial unit (radius) and Bandwidth in km2 is the bandwidth value calculated in km2 units. 

Table 3. Bandwidth Value of Each Location 

Regency/City Bandwidth Bandwidth in 𝐤𝐦𝟐 

Bengkulu Selatan 1.0723 119.1102 

Rejang Lebong 0.7209 80.2498 

Bengkulu Utara 1.0266 114.2800 

Kaur 1.6070 178.8896 

Seluma 0.7501 83.5003 

Mukomuko 1.8257 203.2350 

Lebong 0.6646 73.9826 

Kepahiang 0.6511 72.4798 
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Regency/City Bandwidth Bandwidth in 𝐤𝐦𝟐 

Bengkulu Tengah 0.6637 73.8824 

Bengkulu City 0.6851 76.2646 

3.2.2 Geographic Weighting Matrix 

 The weighting function calculation will use the Euclidean distance Equation (3) and the bandwidth 

value in Table 2 and then substitute it into the adaptive Gaussian kernel function formula in Equation (4). 

This weighting matrix will have different values for each observation location, so a 10 × 10 matrix will be 

formed. 

𝑊(𝑢𝑖, 𝑣𝑖) =

(

 
 
 
 
 
 
 

1 0.44 0.04 0.77 0.67 0.00 0.22 0.50 0.50 0.17
016 1 0.11 0.01 0.51 0.00 0.70 0.90 0.48 0.53
0.03 0.34 1 0.00 0.25 0.54 0.68 0.37 0.81 0.43
0.89 0.41 0.10 1 0.57 0.01 0.26 0.45 0.22 0.42
0.44 0.54 0.07 0.07 1 0.00 0.38 0.77 0.33 0.87
0.12 0.35 0.82 0.04 0.30 1 0.54 0.37 0.61 0.41
0.02 0.66 0.40 0.00 0.29 0.00 1 0.66 0.90 0.50
0.15 0.88 0.08 0.00 0.71 0.00 0.65 1 0.48 0.74
0.01 0.42 0.61 0.00 0.25 0.02 0.90 0.50 1 0.51
0.14 0.49 0.15 0.00 0.85 0.00 0.52 0.76 0.53 1 )

 
 
 
 
 
 
 

 

3.2.3 GWR Parameter Estimation 

 The weight matrix is used to estimate the GWR model parameters by incorporating the weight values 

into the calculation. Parameter coefficient values �̂�(𝑢𝑖, 𝑣𝑖) in the GWR model is obtained using WLS 

estimation. Each parameter value is estimated at the observation point, so each observation point has a 

different parameter value. The following is an example of GWR model parameter estimation for Kaur 

regency: 

Table 4. Parameter Estimation of GWR Model of Kaur Regency 

Variable 𝜷 𝒕𝒄𝒐𝒖𝒏𝒕 𝒕𝒕𝒂𝒃𝒍𝒆 Description 

Intercept −41.8815 2.86 

2.06 

Reject 𝐻0 

𝑋1 −0.3700 5.60 Reject 𝐻0 

𝑋2 0.1535 4.95 Reject 𝐻0 

𝑋3 −0.0348 3.48 Reject 𝐻0 

 𝑅𝑆𝑞𝑢𝑎𝑟𝑒𝑑
2 = 98.33%  

The parameter estimation results in Table 4 show that there are 2 variables that have a negative effect 

on the Percentage of Extreme Poor Population, namely the Female Head of Household, which means that 

every one-unit increase in the variable will decrease the Percentage of Extreme Poor Population by one-unit 

𝑋1 will decrease the Percentage of Extreme Poor Population by 0.3700 and Does not have a flat screen 

television, which means that every one-unit increase in the variable will decrease the Percentage of Extreme 

Poor Population by 𝑋3 will reduce the Percentage of Extreme Poor Population by 0.0348 and other variables 

have a positive effect, namely the variable Does not have a water heater, which means that every one-unit 

increase in the variable will increase the Percentage of Extreme Poor Population by 𝑋2 will increase the 

Percentage of Extreme Poor Population by 0.1535. Meanwhile, to get a significant variable in the model, the 

value of 𝑡𝑐𝑜𝑢𝑛𝑡 will be compared with 𝑡𝑡𝑎𝑏𝑙𝑒. If the value of 𝑡𝑐𝑜𝑢𝑛𝑡 > 𝑡𝑡𝑎𝑏𝑙𝑒 then the three independent 

variables have a significant influence on the Percentage of Extreme Poor Population. With real level 17% 

The GWR model obtained for the Percentage of Extreme Poor Population in Kaur Regency is: 

�̂�𝐾𝑎𝑢𝑟 =− 41.8815 −0.3700𝑋1 + 0.1535𝑋2 − 0.0348𝑋3 

 The GWR model produces a coefficient of determination of 98.33%. This means that the GWR model 

obtained with a value of 𝑅2 by 98.33% with independent variables, namely, Female Head of Household, does 

not have a water heater and does not have a flat screen television is able to explain the diversity of the 

dependent variable of 98.33% while 1.77% the rest is explained by other variables that are not studied. 
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3.2.4 Model Fit Test GWR 

 After obtaining the GWR model for neonatal deaths in each location, the next step is to test the 

suitability of the model to see if the GWR model is more suitable for use when compared to multiple linear 

regression models. 

Table 5. GWR Model Fit Test 

𝑭 𝒅𝒇𝟏 𝒅𝒇𝟐 𝑭𝒕𝒂𝒃𝒍𝒆 𝑷𝒗𝒂𝒍𝒖𝒆 Description 

13.608 6 2.327 5.20 0.0512 Reject 𝐻0 

The hypothesis used in this test is 

𝐻0: 𝛽𝑘(𝑢𝑖, 𝑣𝑖) =  𝛽𝑘 , 𝑘 = 1,2, … , 𝑝 (there is no significant difference between multiple linear 

regression models and GWR) 

𝐻1: There is at least one 𝛽𝑘(𝑢𝑖, 𝑣𝑖) ≠ 𝛽𝑘 (there is a significant difference between multiple linear 

regression models and GWR) 

with test statistics: 

𝐹 =

𝑆𝑆𝐸(𝐻0) − 𝑆𝑆𝐸(𝐻1)
𝑉

𝑆𝑆𝐸(𝐻1)
𝛿1

=13.608 

The test results show that the statistical value of the 𝐹 test obtained is 𝐹 =13.608 with 𝑝𝑣𝑎𝑙𝑢𝑒 =
0.0512 <  𝛼 = 0.17. Then 𝐻0 rejected, which means that there is a significant difference between the 

multiple linear regression model and GWR with a real level of significance 17% so the GWR model can be 

used. 

3.2.5 GWR Model Variability Test 

 In testing the significance of the GWR model parameters, it is known that not all variables are 

significant in each observation location, this has the possibility that there are variables that do not have a 

location effect. If there is a parameter that does not have a location effect, it is assumed to be a global 

coefficient or have the same parameter estimate value for all observation locations. Thus, a spatial variability 

test will be conducted to determine whether there are variable parameters that do not have a location effect, 

this test is also used to determine the global and local coefficients that will be used in MGWR modeling, with 

the following hypothesis: 

𝐻0: 𝛽1𝑘(𝑢𝑖, 𝑣𝑖) = ⋯ = 𝛽𝑛𝑘(𝑢𝑖, 𝑣𝑖) = 0 for each 𝑘 = 1,2, … , 𝑝 (There is no significant difference in the effect 

of predictor variables 𝑋𝑘 between one location and another) 

𝐻1: There is at least one 𝛽𝑘(𝑢𝑖, 𝑣𝑖) ≠ 0 for each 𝑖 = 1,2,… , 𝑛 (There is a significant difference in the effect 

of predictor variables 𝑋𝑘 between one location and another) 

The test results can be seen in the Table 6: 

Table 6. Testing the Variability of the GWR Model 

Variable 𝑭𝟑 statistic 𝒑𝒗𝒂𝒍𝒖𝒆 Description Conclusion 

Intercept 4.0079 0.12683   

𝑋1 9.0752 0.04060 Local Reject 𝐻0 

𝑋2 7.9483 0.05058 Local Failed to reject 𝐻0 

𝑋3 1.3504 0.41457 Global Failed to reject 𝐻0 

 Based on the results in Table 6, it can be seen that, with a real level of 17% obtained that 𝑝𝑣𝑎𝑙𝑢𝑒 =
0.04 <  𝛼 = 0.17. Then 𝐻0 is rejected, which means that there is a significant difference in the effect of the 

predictor variables 𝑋𝑘 between one location and another. So, it can be said that the Female Head of Household 

variable is a local model. 

 Based on Table 6, the variable that has a significant effect or has a global effect is not having a flat 

screen television, while the other variables have a local effect, namely the Female Head of Household and 

not having a water heater. Because not all independent variables have a local effect, the data on the Percentage 

of Extreme Poor can be modeled using Mixed Geographically Weighted Regression (MGWR). 
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3.3 Model Mixed Geographically Weighted Regression 

Based on the previous GWR analysis, namely the variability test, 2 independent variables were 

obtained that had a local effect on the Percentage of Extreme Poor Population, namely Female Head of 

Household (𝑋1) and not having a water heater (𝑋2) while 1 independent variable that has a global effect is 

not having a flat screen television (𝑋3). Therefore, the MGWR model will be formed. 

3.3.1 Testing the Fit of the MGWR Model 

Testing the suitability of the MGWR model is carried out to determine whether there is a significant 

difference between the multiple linear regression model and the MGWR model. This test uses the following 

hypothesis:  

𝐻0: 𝛽𝑘(𝑢𝑖, 𝑣𝑖) = 𝛽𝑘 for each 𝑘 = 1,2,… , 𝑝 and 𝑖 = 1,2, … , 𝑛 (There is no significant difference between 

multiple linear regression model and MGWR)  

𝐻1: 𝛽𝑘(𝑢𝑖, 𝑣𝑖) ≠ 𝛽𝑘 for each 𝑘 = 1,2,… , 𝑝 and 𝑖 = 1,2, … , 𝑛 (There is a significant difference between 

multiple linear regression model and MGWR) 

The test results can be seen in the Table 7: 

Table 7. Testing the Suitability of the MGWR Model 

𝐹 𝑑𝑓1 𝑑𝑓2 𝐹𝑡𝑎𝑏𝑙𝑒 𝑃𝑣𝑎𝑙𝑢𝑒 Description 

5.1563 7.6354 6.1614 3.0144 0.0291 Reject 𝐻0 

 Based on the results in Table 7, it can be seen that, tith a real level of 17% obtained that 𝑝𝑣𝑎𝑙𝑢𝑒 =
0.0291 <  𝛼 = 0.17. Then 𝐻0 rejected, which means that there is a significant difference between the 

multiple linear regression model and MGWR with a real level of 17% so the MGWR model can be used. 

3.3.2 MGWR Global Parameter Estimation 

After knowing that there are local and global variables that have an influence on the Percentage of 

Extreme Poor in Bengkulu Province, then simultaneous and partial testing is carried out to find out what 

global variables have a significant effect on the Percentage of Extreme Poor in the districts/cities of Bengkulu 

province. This test uses the following hypothesis:  

𝐻0: 𝛽𝑞+1 = 𝛽𝑞+2 = ⋯ = 𝛽𝑝, for 𝑘 = 𝑞 + 1, 𝑞 + 2,… , 𝑝 (There is no effect of global variables together on 

the variable Percentage of Extreme Poor Population) 

𝐻1: There is at least one 𝛽𝑘 ≠ 0, for 𝑘 = 𝑞 + 1, 𝑞 + 2,… , 𝑝 (There is a joint influence of global variables on 

the variable Percentage of Extreme Poor Population) 

The results of simultaneous MGWR testing are as follows: 

Table 8. MGWR Global Concurrent Test 

𝑭𝟐 𝒅𝒇𝟏 𝒅𝒇𝟐 𝑭𝒕𝒂𝒃𝒍𝒆 𝑷𝒗𝒂𝒍𝒖𝒆 Description 

5.011 2.869 6.1614 3.4633 0.044 Reject 𝐻0 

 Based on the results in Table 8, it can be seen that, with a real level of 17% obtained that 𝑝𝑣𝑎𝑙𝑢𝑒 =
0.044 <  𝛼 = 0.17. Then 𝐻0 rejected, which means that there is an effect of global variables together on the 

dependent variable with a real level of 17%. 

After carrying out simultaneous testing, the next step is to carry out partial testing of MGWR using the 

variable of not having a flat screen television (𝑋3), because based on the results of the previous GWR analysis, 

the independent variable that has a global influence is the variable Not having a flat screen television (𝑋3). 

Below is shown the testing hypothesis: 

𝐻0: 𝛽3 = 0 (The global variable of not having a flat screen television does not have a significant effect on the 

Percentage of Extreme Poor) 

𝐻1: 𝛽3 ≠ 0 (The global variable of not owning a flat screen television has a significant effect on the 

Percentage of Extreme Poor) 
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The results of MGWR Global Partial testing are as follows: 

Table 9. MGWR Global Partial Test 

Variable 𝜷�̂� 𝒕𝒉𝒊𝒕𝒖𝒏𝒈 𝒅𝒇 𝒑𝒗𝒂𝒍𝒖𝒆 Description 

𝑋3 0.008950912 2.952 6.16 0.012 Reject 𝐻0  

Based on the results in Table 9, with a real level of 17% obtained that 𝑝𝑣𝑎𝑙𝑢𝑒 <  𝛼 is the parameter 

 �̂�3 where 𝑝𝑣𝑎𝑙𝑢𝑒 0.0123 < 0.17. This means  �̂�3 is significant, which means that there is an influence of the 

Female Head of Household variable on the Percentage of Extreme Poor Population with a real level of 17% 

so that the regression model can be used. 

3.3.3 MGWR Local Parameter Estimation 

 After knowing that there are local and global variables that have an influence on the Percentage of 

Extreme Poor in Bengkulu province, local simultaneous and local partial testing is then carried out to find 

out which local variables have a significant effect on the Percentage of Extreme Poor in the districts/cities of 

Bengkulu province, with the following hypothesis: 

𝐻0: 𝛽1(𝑢𝑖, 𝑣𝑖) = 𝛽2(𝑢𝑖, 𝑣𝑖) = ⋯ = 𝛽𝑞(𝑢𝑖, 𝑣𝑖) = 0, for 𝑘 = 1,2,… , 𝑞 (There is no effect of local variables on 

the variable Percentage of Extreme Poor Population together) 

𝐻1: There is at least one 𝛽𝑘(𝑢𝑖, 𝑣𝑖) ≠ 0, for 𝑘 = 1,2, … , 𝑞 (There is an influence of local variables on the 

variable Percentage of Extreme Poor Population together) 

The results of the MGWR local simultaneous testing are as follows: 

Table 10. MGWR Local Simultaneous Tests 

𝐹3 𝑑𝑓1 𝑑𝑓2 𝐹𝑡𝑎𝑏𝑙𝑒 𝑃𝑣𝑎𝑙𝑢𝑒 Description 

11.0123 8.99 6.16 2.24 0.0038 Reject 𝐻0 

Based on the result in Table 10, with a real level of 17% obtained that 𝑝𝑣𝑎𝑙𝑢𝑒 = 0.003 <  𝛼 = 0.17. 

Then 𝐻0 rejected, which means that there is an influence of local variables on the variable Percentage of 

Extreme Poor Population together with a real level of 5%. 

After conducting local simultaneous testing, the next is to conduct local partial testing of MGWR for 

each variable, with the following results: 

Table 11. MGWR Local Partial Test of Kaur Regency 

Variable 𝜷�̂� 𝒕𝒄𝒐𝒖𝒏𝒕 𝒅𝒇 𝒕𝒕𝒂𝒃𝒍𝒆 Decision Conclusion 

Intercept −27.37 −2.772   Reject 𝐻0 Significant 

𝑋1 −0.2937 −5.632 6.16 2.06 Reject 𝐻0 Significant 

𝑋2 0.0835 3.601   Reject 𝐻0 Significant 

 Based on the results in Table 11, the MGWR model equation for the Kaur region can be created as 

follows: 

�̂�𝐾𝑎𝑢𝑟 = −27.37 − 0.2937𝑋1 + 0.0835𝑋2 +0.008950912𝑋3 

 

4. CONCLUSIONS 

Based on the results of research using the existing MGWR method, it can be concluded that the variable 

that has a significant influence globally is 𝑋3. Meanwhile, the variable that has a significant influence locally 

is 𝑋1 and 𝑋2 where the parameter estimation process for each observation is carried out using the WLS 

method which will produce different models for each location. This indicates that the MGWR model is very 

suitable for modeling data on the percentage of extreme poor people, because not all predictor variables have 

a local influence, but some have a global influence as well. 
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