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ABSTRACT 

Article History: 
Coffee has a very important role in the Indonesian economy, as one of the country's foreign 

exchange contributors in the plantation sector. Therefore, coffee processing is very 

important in determining the quality of coffee. The procedure for choosing and evaluating 

the coffee fruit's physical quality is one of the most crucial steps. The step of determining 

the maturity level of coffee fruit is carried out using the image histogram and K-Nearest 

Neighbor (KNN) method. This research uses the KNN algorithm with classification stages 

that will show the level of accuracy value according to the value of 𝑘 =  5 used when 

processing the classification of coffee fruit image data. In order to complete this step, the 

features of the coffee fruit are identified using its color. The qualities of quality coffee fruit, 

which is flawlessly red in color. Twenty images total—ten of which are of ripe coffee fruit 

and ten of which are of raw coffee fruit—were used in this study. The test results were 

carried out using RapidMiner tools using 40% training data and 60% testing data from the 

total data set. Based on the test results, it gives an accuracy value of 100%, meaning that 

the data set can be used in the next stage as valid data to be used. 
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1. INTRODUCTION 

As one of the country's main foreign exchange contributors from the plantation sector, coffee plays a 

very important role in the Indonesian economy. Therefore, coffee processing is very important to determine 

the quality of coffee because coffee production in Indonesia is currently still very low due to the low quality 

of the coffee fruit produced. One very important stage is the process of selecting and testing the physical 

quality of coffee fruit. Currently, this process is still done traditionally. In addition, there is insufficient data 

on the proper procedure for selecting coffee cherries, especially regarding the level of ripeness. 

Almost all over the world, most people now drink coffee every day. Even today, coffee shops are 

increasingly popular. The quality of the coffee fruit also determines the flavor of the coffee. The quality of 

the coffee fruit is usually determined by its size, color, and texture. The characteristics of a good coffee fruit 

are that the color is perfect, the fruit is not empty, it is not attacked by insect pests, and the male and green 

coffee are separated from each other. 

The coffee fruit image detection processing method can be used to determine the maturity level of 

coffee fruit. This is done by identifying the characteristics of the coffee fruit based on its color. Digital image 

processing is the method of processing digital images by computers through the use of appropriate algorithms 

[1], [2]. This is the basis of the research referred to as "Determination of Coffee Fruit Maturity Level Using 

Image Histogram and K-Nearest Neighbor Method." The purpose of this study is to create an image 

processing system that uses the color parameter of coffee skin to determine the maturity level of coffee fruit. 

This study was conducted with the aim of improving the accuracy of previous studies [3], [4], [5], and [6]. 

People can know the quality of coffee fruit and get information through a system that determines the 

maturity level of coffee fruit. This research uses the red, green, and blue (RGB) image method. Based on 

previous research, the average test results for determining the characteristic parameters of ripe coffee are 

visible, especially the mean RGB, are mostly dominated by red skin color. The same thing happens to the test 

results of the average calculation of the characteristic parameters of raw coffee, where the mean RGB is 

dominated by green skin color. The overall image processing process to indicate the maturity level of coffee 

fruit using a statistical approach method with image histograms achieved a success rate of 100% [7]. This 

research will be continued by applying a classification model using the K-Nearest Neighbor algorithm 

procedure. Where previously research has also been conducted on innovations to determine the maturity level 

of roasted coffee beans by utilizing RGB and HSV color features using the K-Nearest Neighbor algorithm 

and Principal Component Analysis algorithm. From this research, the accuracy result is 93.33% with the 

classification results of the test data sample as much as 28 data received accurate classification results and 2 

data getting inaccurate classification results [8]. 

 

2. RESEARCH METHODS 

2.1 Data Gathering 

Data for the study was obtained from the search for ripe coffee fruit and raw coffee in Randanan 

Village, Tana Toraja Regency by selecting good and clean coffee fruit. Image capture of ripe and unripe 

coffee fruit was conducted at the Informatics Engineering Laboratory, Faculty of Engineering, Christian 

University of Indonesia, Toraja. 

The first step is to take photos of raw and ripe coffee. Imaging was performed after the coffee fruit 

samples were placed on a plate. Next, a mobile phone camera was used to photograph the coffee fruit with a 

resolution of 2064 x 2064 pixels. The camera was placed 20 cm away from the ripe and unripe coffee fruit to 

take the photo. In order to classify coffee fruit types, the study used 20 sample images of coffee fruit—10 of 

which were of ripe coffee fruit and 10 of which were of unripe coffee fruit. The purpose of this study was to 

ensure that the coffee fruit images were sufficiently clear (no blur) and consistent for each shot. 
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After a photo of the coffee fruit is taken, the next step is image processing to obtain the RGB color 

component values. This is done in two steps, namely cropping and extraction of the average color component 

values of the ripe and unripe coffee fruit images. The cropping process is done to remove the dirty area of the 

object from the background. 

After the cropping process, the next step is to calculate the average RGB color component value of 

each cropped image. This is done by extracting the red, green, and blue color component values for each pixel 

of the cropped image, and then calculating the average value of each red, green, and blue color component 

for each pixel. To determine the parameters of the percentage values of the RGB color components, the 

average values of the color components were extracted from the sample data of raw and cooked coffee images 

[10]. 

 

2.2 Simulation Design with Python 

Python is a rapidly growing programming language that is widely recognized by programmers for its 

simple writing structure and language, which makes it easy to learn and understand. Because Python is an 

open-source project, anyone can build, add, expand, and use libraries for a variety of uses. Nowadays, Python 

is applied in numerous domains. Digital image processing often uses OpenCV [9].  

In Figure 1 below shows how the simulation was designed using the Python programming language. 

 

 
Figure 1. Python Interface 

 

2.3 RGB Image Histogram 

A graph that can show the distribution of pixel intensity against the number of pixels at a certain 

intensity is called an image histogram. Therefore, histogram is a very important tool for qualitative and 

quantitative image management. Suppose a digital image has 𝐿 gray degrees, which range from 0 to 𝐿 − 1. 

For example, the Equation (1) can be used to mathematically calculate the image histogram [11]: 

     ℎ𝑖 =
𝑛𝑖

𝑛
;  𝑖 =  0, 1, … , 𝐿 − 1                                             (1) 

where, 

𝑛𝑖 = number of pixels that have gray degree i 

n  = the total number of pixels in the image 

 

However, the histogram can be displayed graphically in the form of a bar chart, as shown in Figure 2. 

In Figure 2, the 𝑛𝑖 values have been normalized by dividing by 𝑛, and the ℎ𝑖 values are between 0 and 1. 
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Figure 2. Image Histogram 

 

In RGB color images, each pixel has its own color, which is indicated by the number of red, green, and 

blue colors present in it. The total number of possible different colors is 2563, with three values for each 

pixel, if each component has a range from 0 to 255 [12]. It is very effective and accurate to compare two 

images with a color histogram [13]. 

One of the contrast enhancement operations based on manipulating the image is histogram equalization 

[14]. The main idea behind the histogram equalization problem is that we need to find a way to change the 

function 𝑦 = 𝑓(𝑥). This transformation will map the gray scale images values from input to output and at the 

same time transform the PDF (Probability Density Function) distribution of the input 𝑝𝑥(𝑥) to produce the 

desired output PDF distribution 𝑝𝑦(𝑦). 

Standardized results from the basis of probability theory state that: 

     𝑝𝑦(𝑦) = 𝑝𝑥(𝑥) |
𝑑𝑥

𝑑𝑦
|                                                                    (2)  

After that, take a look at the transformation function to calculate the integral, or area under the input 

probability density curve, between 0 and the upper limit of 𝑥: 

𝑦(𝑥) = ∫ 𝑝𝑥(𝑥′) 𝑑𝑥′

𝑥

0

                                                                (3) 

Retrieved by using Leibniz's rule and substituting it into the previous equation, we get: 

𝑝𝑦(𝑦) = 𝑝𝑥(𝑥) |
1

𝑝𝑥(𝑥)
|                                                                  (4) 

 

Finally, since 𝑝𝑥(𝑥) is a probability density and is positive (0 ≤ 𝑝𝑥(𝑥) ≤ 1), then: 

𝑝𝑦(𝑦) =
𝑝𝑥(𝑥)

𝑝𝑥(𝑥)
= 1, (0 ≤ 𝑦 ≤ 1)                                          (5) 

Thus, the output probability density 𝑝𝑦(𝑦) is constant, indicating that each output intensity 𝑦 has the 

same probability. Therefore, the histograms of the output intensity values are the same. 

Intensity values in digital images actually exist in only a limited number of levels and are discrete. 

We consider 𝑆 possible discrete intensity values represented by 𝑥𝑘, where 𝑘 = {0, 1, 2, … , 𝑆 − 1}, and the 

input probability density for level 𝑥𝑘 is 𝑝𝑥(𝑥𝑘). The necessary general mapping 𝑦 = 𝑓(𝑥) in this discrete 

case can be specifically defined for 𝑥𝑘 using the following summation: 

𝑦(𝑥𝑘) = ∑ 𝑝𝑥(𝑥𝑘)

𝑘

𝑗=0

                                                                    (6) 

The value of the kth entry of 𝑦(𝑥𝑘) is the sum of all entries in the histogram bin up to and including 𝑘. 

In essence, this is the cumulative histogram for the input image 𝑥.  

Considering that the input and output image intensity values that are permitted can only be represented 

by a discrete integer value 𝑘, where 𝑘 = {0, 1, 2, … , 𝑆 − 1}, it can be written as follows: 

𝑦(𝑥𝑘) = ∑ 𝑝𝑥(𝑗)

𝑘

𝑗=0

=
1

𝑁
∑ 𝑝𝑥(𝑛𝑗)

𝑘

𝑗=0

                                           (7) 

where the number of populations at the kth level is symbolized by 𝑛𝑘 and the image's total number of pixels 

is 𝑁. 
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2.4 K-Nearest Neighbor (KNN) 

A feature that allows for the differentiation of each class is necessary for class classification. 
The K-NN algorithm groups the outcomes of new query instances according to the majority of class labels 

present in KNN. It does this by using a supervised algorithm. The KNN algorithm groups testing data 

according to the k nearest neighbors of the training data. This is how it operates. One way to calculate the 

closest distance, namely using the Euclidean distance [15]. In Equation (8), the distance between the training 

data and the evaluated data is measured using the Euclidean distance [16], [17]. 

 

𝑑(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1                                                 (8) 

 

The K-NN algorithm starts by figuring out what is 𝑘. Next, it calculates the distance between every 

data point that needs to be assessed and all of the training data. The next step is to sort the distances that have 

been obtained before determining the closest distance. Finally, the number of classes of the nearest neighbor 

and the data class will be determined. 

 

3. RESULTS AND DISCUSSION 

3.1 Display Color Histogram (RGB) 

This study used 20 samples of coffee fruit images, 10 of which were of ripe coffee fruit and 10 of 

which were of unripe coffee fruit, to determine the maturity level of coffee fruit. Images of coffee fruit 

maturity level are shown in Table 1. 

  Table 1. Image of Ripe Coffee Fruit and Raw Coffee 

Number Image of Ripe Coffee Fruits Image of Raw Coffee Fruits 

1. 

 

 
2. 

 
 

3. 
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4. 

  
5. 

  
6. 

 
 

7. 

 
 

8. 

 
 

9. 

 
 

10. 

  

 

Before creating the main program, it is necessary to create a database to store image color calculation 

data that will be used as a comparison of test images. Thus, it can be known whether the test image includes 

images of unripe or ripe coffee cherries. For database creation, each image uses the color of ripe (red) and 

unripe (green) coffee fruit skin and calculates the mean parameter value. Python software stores this database 

in workspace storage.  
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In Table 2 below shows the results of the Histogram of Ripe Coffee Fruit and Raw Coffee Images, 
 

Table 2. Histogram Results of Ripe Coffee Fruit and Raw Coffee Images 

Number Histogram of the Ripe Coffee Image Histogram of the Raw Coffee Image 

1. 

  

2. 

  

Number Histogram of the Ripe Coffee Image Histogram of the Raw Coffee Image 

3. 

  

4. 

  

5. 
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To determine the most prominent graphic color in each histogram, Table 2 shows the scheme used to 

use red, green, and blue (RGB) histograms. To obtain RGB color pairs, RGB color pairs are used as initial 

cluster centers and cluster numbers are used to group each pixel into the corresponding area [18]. 

 

 

 

6. 

  

7. 

  

8. 

  

9. 

 
 

10. 
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3.2 Calculation of Mean Parameters 

In Table 3 below shows the calculation results of the mean parameter for the color of the ripe coffee 

fruit skin, 

Table 3. Calculation results of RGB mean for ripe coffee images 

Type of Coffee 
 RGB Mean Value of Ripe Coffee Image 

Type of Coffee 
Red (R) Green (G) Blue (B) 

1 239.949 160.875 159.691 Ripe Coffee 

2 243.366 139.835 142.641 Ripe Coffee 

3 246.509 155.737 161.060 Ripe Coffee 

4 243.111 150.443 156.965 Ripe Coffee 

5 236.553 138.263 146.658 Ripe Coffee 

6 245.183 147.662 145.010 Ripe Coffee 

7 242.767 138.325 141.656 Ripe Coffee 

8 245.655 159.261 159.472 Ripe Coffee 

9 239.719 124.526 131.012 Ripe Coffee 

10 237.713 145.779 150.746 Ripe Coffee 

 

In Table 4 below shows the calculation results of the mean parameter for the color of raw coffee fruit 

skin, 

Table 4. Calculation results of RGB mean for raw coffee images 

Type of Coffee 
RGB Mean Value of Raw Coffee Image 

Type of Coffee 
Red (R) Green (G) Blue (B) 

1 173.361 198.778 145.773 Raw Coffee 

2 151.910 192.002 176.583 Raw Coffee 

3 153.898 174.278 139.586 Raw Coffee 

4 154.649 181.812 125.414 Raw Coffee 

5 153.165 170.527 131.017 Raw Coffee 

6 156.282 179.644 123.710 Raw Coffee 

7 157.881 180.843 126.125 Raw Coffee 

8 170.589 188.860 144.462 Raw Coffee 

9 172.404 194.609 144.862 Raw Coffee 

10 184.813 199.037 120.365 Raw Coffee 

 

It is evident that the average test results of the computation of the mean RGB parameters of images of 

ripe coffee are dominated by the color red, as shown in Table 3. Likewise, in Table 4, green skin tone 

predominates in the average test results of the computation of the mean RGB parameters of raw coffee 

images. 

 

3.3 K-NN Algorithm Classification with RapidMiner 

The classification model is carried out through the K-NN algorithm process which consists of the read 

excel operator to accommodate the data set, the split data operator to set the training data by 40% and the 

testing data by 60% of the total data set contained in the read excel operator, the K-NN operator is the process 

form of the K-NN algorithm itself, the apply model operator is used to combine the K-NN and split data 

operators into a single model, and the performance operator to measure the percentage level of performance 

accuracy of the K-NN model that has been formed. 
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Figure 3. K-NN Classification Model 

 

3.4 Testing with RapidMiner 

This research uses the K-NN algorithm with classification stages that will show the level of accuracy 

value according to the 𝑘 =  5 value used when processing the classification of coffee fruit image data. The 

value of 𝑘 =  5 means that there are 5 adjacent vectors that will be used as a comparison to be able to 

represent feature vectors from various classes [19]. The test results with RapidMiner are shown in Figure 4 

and Figure 5 below, 

 

 
Figure 4. Testing Accuracy Value with RapidMiner 

 
Figure 5. Testing Results with RapidMiner 

 

In Figure 4, shows the results of testing with RapidMiner resulting in an accuracy value of 100%, 

meaning that the data set can be used in the next stage as valid data for use.  

The test results using the RapidMiner analysis tool, by dividing the data into 40% for training and 60% 

for testing from the entire dataset, showed that the classification model managed to achieve an accuracy value 

of 100%. These results indicate the success of the model in classifying the data at the testing stage, and this 

dataset can be considered as valid and reliable data for the next stage of the research. This research also 

revealed the success of the classification model implemented using the K-Nearest Neighbor algorithm. This 

increase in accuracy reflects progress in the accuracy of the research results compared to previous studies. 
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Therefore, this method can be considered as a more effective approach in the context of classifying data in 

this study. This increase in accuracy can have a positive impact on the validity and reliability of the research 

results, strengthening confidence in the conclusions derived from the data analysis. 

 

4. CONCLUSIONS 

Based on the test results conducted using RapidMiner tools using 40% training data and 60% testing 

data from the total data set, it gives an accuracy value of 100%, meaning that the data set can be used in the 

next stage as valid data to use. 
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