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ABSTRACT 
Article History: Anemia in pregnancy is a potential danger to the mother and child. Therefore, the risk of anemia 

in pregnant women requires serious attention from all relevant parties. Considering the 

numerous negative effects caused by anemia in pregnant women, efforts must be made to prevent 

and treat anemia in pregnant women by understanding the factors that influence it. This study 

assesses the risk factors for anemia in pregnant women at Tegal Rejo Community Health Center, 

Yogyakarta Province. In this paper, a new integrated classification approach with binary 

logistic regression (LR) analysis and Rough Set Theory (RST) is proposed, in order to examine 

factors on the incidence of anemia in pregnancy. The proposed model is called the Logistic 

Regression and Reduction Rough Set (LR3S). In LR3S model, the RST technique is used to detect 

inconsistent sample and removing inconsistent sample that have probability less than 0.5 before 

doing LR modelling. To evaluate the development of the resulting model, a comparison was 

made between the performance of Original Logistic Regression (OLR), LR model after removing 

outlier namely as Remove Outlier Original Logistic Regression (RO2LR), and LR3S. Using a 

number of model performance metrics, it is found that LR3S has the best performance for the 

three models used. Using LR3S model, it is found that CED status, educational level, parity and 

gestational are significant variable impact on the incidence of anemia. 
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1. INTRODUCTION 

Anemia in pregnancy is a national problem that has a significant impact on the quality of human 

resources and reflects the value of the socioeconomic welfare of the community [1]. The 2018 national basic 
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health research recorded that 48.9% of pregnant women in Indonesia were anemic. It means that the 

prevalence of anemia in pregnant women in Indonesia is high. With an anemic prevalence limit of 40%, this 

number categorizes the problem of anemia during pregnancy as a severe public health problem [2]. 

Anemia during pregnancy is a potential danger to the mother and child. Therefore, the risk of anemia 

in pregnant women requires serious attention from all relevant parties. Previous studies have found that 

anemia during pregnancy has certain adverse effects of on the mother and fetus, including increasing the risk 

of low birth weight babies [3]–[5], premature birth [4], [6]–[8], fetal death [6]–[9], postnatal infant death [4], 

[10] and maternal death [11], [12].  

Considering the numerous negative effects caused by anemia in pregnant women, efforts must be made 

to prevent and treat anemia in pregnant women by understanding the factors that influence it. Several studies 

in the literature suggest that gestational age [13]–[15], age of the pregnant woman [13], [16], parity [14]–[16] 

employment status [17], chronic energy deficiency status [18] and education level [17], [19], are variables 

that impact the occurrence of anemia in pregnant women. 

When analyzing the factors influencing the incidence of anemia, one statistical method that is 

commonly employed is logistic regression (LR) [15], [20]–[22]. However, several prior studies have revealed 

weaknesses in the application of LR analysis, such as the existence of outliers in the data. These outliers can 

unduly influence the results of the analysis and lead to incorrect inferences [23]–[25]. In addition, LR cannot 

establish a causal relationship between anemia and the identified independent variables [26], [27]. 

 The study of factors affecting anemia incidence is a categorical response analysis, also known as a 

classification problem. The rough set theory (RST) is an alternative method to analyze categorical responses. 

Pawlak et al. developed RST in the early 1970s [28]. RST has received increased attention as a method of 

data analysis in several research disciplines, including the health sector [29]–[31]. RST is an effective tool 

for managing inconsistent samples and extraneous attributes, which can have a substantial impact on the 

performance of classification models, such as logistic regression models. 

 Since LR and RST are two methods commonly used in classification problems, some prior researches 

discussed integrating and comparing LR and RST for classification tasks. Most of these studies on 

integrating RST and LR focused on data reduction via attribute selection to anticipate the possibility that 

there are attributes that are not significant or irrelevant to the dependent variable. They employed data 

reduction to increase the classification problem's accuracy [32]–[36]. 

Meanwhile, Rasyidah et al. (2022) demonstrated that employing inconsistent sample reduction using 

RST and then integrating it with the ordinary linear regression might increase the performance of the model 

[37]. Since RST and LR are two analyses for classification problem, this study will propose a hybrid analysis 

that integrates LR with the reduction of sample inconsistencies with RST. This proposed method is supported 

by Gludice et al. (2017) research which showed that the rough set model performs well with reduced samples 

and under uncertain conditions [38]. However, no study has been conducted that incorporates data reduction 

by eliminating inconsistent data using RST for further analysis using LR. 

This study aims to examine the risk factors for anemia in pregnant women using a new hybrid logistic 

regression model and Rough Set theory. Furthermore, the proposed model is called Logistic Regression and 

Reduction Rough Set (LR3S). To show the advantages of the LR3S model, this model will be compared with 

two other models commonly used in previous studies, namely the OLR (Original Logistic Regression) model 

and RO2LR (Removing Outlier Original Logistic Regression) model using several model performance 

indicators. 
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2. RESEARCH METHODS 

2.1 Data Sources and Research Attributes 

The data used in this study were obtained from Padmi's (2018) research on factors influencing the 

incidence of anemia in pregnant women at Tegal Rejo Health Centre, Yogyakarta [39]. In the rough set theory, 

independent variables are denoted as condition variables and dependent variable is denoted as decision 

variable. The decision variable in this research is the incidence of anemia. Five conditional attributes are 

thought to affect the incidence of anemia as presented in Table 1, namely gestational age (X1), age of 

pregnant women (X2), parity (X3), employment status (X4), chronic energy deficiency (CED) status (X5), 

and education level (X6). 

Table 1. Research Attributes/Variables 

Type of Attribute/variable Name of Attribute/ variable Category 

Condition Attributes /  

Independent Variables 

Gestational age (X1) (1) At risk 

(2) Non-risk 

 Age of pregnant women(X2) (1) At risk 

(2) Non-risk 

 Parity (X3) (1) At risk 

(2) Non risk 

 Employment (X4) 

 

CED Status (X5) 

 

Education level (X6) 

(1) Do not work 

(2) Work 

(1) CED 

(2) Not CED 

(1) Less educated  

(2) Educated 

 

 

Decision Attributes /  

Dependent Variables 

 

The incidence of anemia (Y) 

 

 

(1) Yes 

(2) No  

 

   

2.2 Fundamental Concepts of Rough Set Theory  

The Rough Set Theory (RST) is a useful technique for dealing with vagueness and imprecision in 

intelligent data analysis and data mining, primarily in the context of data classification [40]. RST and its 

applications have received a lot of attention during the last 20 years [41]. Using RST, one may estimate the 

decision rules for classifying objects that are presented in a table called the decision table. The process of 

determining such decision rules is referred to as “reduct discovery”. Using the rough set algorithm, reduct, 

as a decision table pattern, may create a classifier to categorize new items.  

a. Decision Table  

The decision table is a table in which each row represents the research objects and columns represent 
the research’s conditional and decision attributes. Another way to define a decision table is 

 

𝐼𝑆 = (𝑈, 𝐴) = (𝑈, 𝐴𝑡 = 𝐶 ∪ 𝐷, {𝑉𝑎|𝑎 ∈ 𝐴𝑡}, 𝐼𝑎|𝑎 ∈ 𝐴𝑡) (1) 

 

where U is a finite non-empty set of n objects {𝑥1, 𝑥2, … , 𝑥𝑛}; At is a finite non-empty set of attributes that is 

composed of a set of condition attributes C, which describe the objects, and a decision attribute D, which 

defines the class of the object; 𝑉𝑎is a non-empty set of values 𝑎 ∈ 𝐴𝑡; 𝐼𝑎: 𝑈 → 𝑉𝑎  is a function that maps 

objects from U to exactly one value in 𝑉𝑎 [42]. 

The decision table is considered to be consistent if every pair of objects that have the same conditional 

value in 𝐶 also has the same decision value in 𝐷. On the other hand, when one pair of object has the same 

conditional value in 𝐶 but a different decision value in 𝐷, then the decision table is considered to be 
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inconsistent. In general, when the decision table is constructed based on measurement or observation, the 

data is likely to experience inconsistencies [43]. 

b. Indiscernibility relation 

The central concept in RST is the indiscernibility relation. This concept is considered as a relation 

between two objects or more, where all the values are identical in relation to a subset of considered condition 

attributes. Suppose IS is a decision table and 𝐴 is a subset of condition attributes, 𝐴 ⊆ 𝐶. The indiscernibility 

relation 𝐼𝑁𝐷(𝐴) ⊆ 𝑈 × 𝑈 is defined as 

 

𝐼𝑁𝐷(𝐴) = {(𝑥, 𝑦) ∈ 𝑈 × 𝑈|∀𝑎 ∈ 𝐴, 𝐼𝑎(𝑥) = 𝐼𝑎(𝑦)}. (2) 

 

The indiscernibility relation of the set of all condition attributes is called the equivalent class, which is 

then used to obtain a discernibility matrix [44]. 

c. Approximations 

Another key term in RST is approximation. This concept is related to the meaning of the topological 

operations of approximations [43]. Lower and upper approximations are defined based on the definitions 

of an indiscernibility relation and an equivalence class. The following explanations present and describe 

the various forms of approximations that are employed in RST. 

Let S = (U, A) be an information system and let B ⊆ A, and X ⊆ U. Now, the approximate of a set X 

can be made using the information contained in the set of attributes B by constructing the B-lower and B-

upper approximations of X, denoted by 𝐵X and 𝐵X respectively, where: 

𝐵X = {x U | [x]B ⊆ X} x |       (3) 

and 

 𝐵X = {x U | [x]B ∩ X ≠  }.      (4) 

Similar to the general case, based on the knowledge in B, the objects in 𝐵X can certainly be categorized 

as members of X; on the other hand, the objects in 𝐵X can only be categorized as possible members of X. 

The set BNB (X) = 𝐵X − 𝐵X is known as the B-boundary region of X and thus comprises those objects that 

cannot be definitively classified into X based on the knowledge in B. The set U − 𝐵X is known as the B 

outside region of X and consists of those objects that are certainly classified as not belonging to X (based on 

the knowledge in B). When the boundary region is non-empty, a set is said to be rough. On the contrary, 

when the boundary region is empty, a set is said to be crisp. Figure 1 depicts a graphical representation of 

the definition of set approximations explained above. 

 
Figure 1. Illustration of approximation set 

 Figure 1 illustrates the basic concept of an RST. The squares in the figure represent equivalence 

classes while the ellipse represents the target set X. Equivalence classes are the smallest granularity in the 

information system because objects in the same equivalence class are indiscernible from one another. 
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Obviously, based on the equivalence classes (the squares), we cannot exactly define the ellipse. To solve this 

problem, RST defines a pair of approximations, namely the lower and the upper approximation [43]. The 

lower approximation contains all equivalence classes that are completely contained by the ellipse, whereas 

the upper approximation includes all equivalence classes in the lower approximation as well as those that are 

partially contained by the ellipse. The figure indicates that a rough set has all the information based on the 

known attributes. 

d. Discernibility Matrix dan Discernibility Function Formation 

Two objects are considered discernible if their values differ in at least one attribute. The discernibility 

matrix 𝑀(𝑥, 𝑦) is a matrix whose elements consist of a set of attributes that distinguish object x from object 

y. The discernibility matrix 𝑀(𝑥, 𝑦) is defined as 

𝑀(𝑥, 𝑦) = {𝑐 ∈ 𝐶|[𝐼𝑐(𝑥) ≠ 𝐼𝑐(𝑦)] ∧ [𝐼𝐷(𝑥) ≠ 𝐼𝐷(𝑦)]} (5) 

for 𝐼𝐷(𝑥) = 𝐼𝐷(𝑦), then 𝑀(𝑥, 𝑦) = ∅. The discernibility matrix is a symmetric matrix that is, 𝑀(𝑥, 𝑦) =
𝑀(𝑦, 𝑥) [46]. 

The discernibility function is a boolean function that is formed from each column of the discernibility 

matrix. This function, denoted by 𝑓𝐼𝑆, is defined as 

𝑓𝐼𝑆 = ⋀{⋁(𝑀(𝑥, 𝑦)) | ∀𝑥, 𝑦 ∈ 𝑈, 𝑀(𝑥, 𝑦) = ∅}. (6)  

e. Formation of a Reduct by Simplifying the Discernibility Function 

The next stage in RST is the formation of reductases. Reducts are the results of simplification of the 

discernibility functions of each column of the discernibility matrix using the rules of Boolean algebra. 

Simplifying the discernibility function means finding another equivalent function with a smaller number of 

terms or operations. 

f. Formation of decision rules 

Decision rules are expressed as statements of the form “if f then g” denoted as 𝑓 → 𝑔. The f part 

represents the value of the condition attribute, while the 𝑔 part represents the value of the decision attribute. 

The decision rules are derived from the resulting reduct by examining the table of equivalent classes 

constructed [46]. 

If the decision table has inconsistencies in its data, the subsequent decision rules will have 

inconsistencies as well. To address these issues, a quality measure is employed to select decision rules that 

have inconsistencies. Quality measures are classified as follows: support, strength, accuracy, and coverage 

[47]. In this research, strength is employed as a reference to choose which decision to make. Assume IS is a 

decision table, support is the number of objects that match the decision and condition decision attributes of 

the decision rule, and card(U) is the total number of objects. The strength of the decision rule is formulated  

𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ =
𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑐𝑎𝑟𝑑(𝑈)
× 100% (7) 

 

2.3 Fundamental Concepts of Logistic Regression 

The logistic regression (LR) is a statistical method used to estimate the probability of a binary outcome, 

such as the absence or presence of a disease or a specific event. In LR, the probability of the outcome is 

referred to as the dependent variable (response), and all factors that influence it are referred to as the 

independent variables (predictors), also known as risk factors [48]. For a model to fit the data well, it is 

expected that the independent variables are uncorrelated with one another and significantly related to the 

response. Moreover, it is also assumed that data elements of a model are also uncorrelated. The purpose of 

LR is to estimate the true parameter(s) of the model’s underlying probability density function based on the 

response as adjusted by its predictors [49]. 
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Logistic Regression Model  

Logistic regression is a class of regression employed when the dependent variable is dichotomous, 

whose values can be categorized as occurrence (Y = 1) and non-occurrence (Y = 0). The independent variables 

in LR can be of any type. Suppose x is a certain event. The probability of occurrence is denoted by π (x) = 

P((Y = 1)|x). Thus, 1 - π(x) = P((Y = 0)|x) = 1−P((Y = 1)|x) represents non-occurrence. The predicted 

probabilities are modelled as a natural logarithm (ln) of the odds ratio, and expressed as 
 

𝑙𝑛 (
𝜋 (𝑥)

1− 𝜋 (𝑥)
) = 

0
+  

1
𝑥1 +  

2
𝑥2 + ⋯ +  

𝑘
𝑥𝑘  (8)   

and, 
𝜋 (𝑥) 

1− 𝜋 (𝑥)
=  𝑒0+ 1𝑥1+ 2𝑥2+⋯+ 𝑘𝑥𝑘    (9) 

  

𝜋 (𝑥) =  
𝑒0+ 1𝑥1+ 2𝑥2+⋯+ 𝑘𝑥𝑘

1+ 𝑒0+ 1𝑥1+ 2𝑥2+⋯+ 𝑘𝑥𝑘
     (10)  

   

where 0 is the intercept, while 1, 2, ..., and k denote the regression coefficients related to 𝑥1, 𝑥2,..., 𝑥𝑘, 

respectively [23]. 

The logistic regression model in Equation (10) explicitly relates the probability of Y = 1 to the predictor 

variables. The LR attempts to estimate the k + 1 unknown parameters in Equation (7) using a maximum 

likelihood estimation. This method involves determining a set of parameters that maximize the probability 

of the observed data. The regression coefficients represent the degree of the relationship between each 

independent variable and the outcome. Each coefficient reflects the amount of change in the response variable 

that would be expected if the predictor variable changed by one unit. The LR aims to correctly predict the 

outcome category for an individual case using the best model. To achieve this purpose, a model is built that 

includes all predictor variables that may be used to predict the response variable. The LR calculates the 

probability of success over the probability of failure. Finally, the results of the analysis are presented as an 

odds ratio.  

Response of a new observation is determined based on the following discriminant rules:  

𝑦 =  {
1, 𝜋(𝑥) ≥ 0.5; 
0, 𝜋(𝑥) < 0.5

 (11) 

Parameter Testing 

There are two types of logistic regression parameter testing, namely the overall test and the partial test. 

The overall fit of a model indicates the strength of the relationship between the dependent variable and all of 

the independent variables, taken together. The fit of the two models with and without the independent 

variables can be compared to evaluate it. If the model with k independent variables shows improvement over 

the null model (the model with no dependent variables), it is considered to be a better match for the data. A 

likelihood ratio test can be used to assess the overall fit of the model with k coefficients. This test verifies the 

following hypothesis 

H0: 1 = 2 =  = k = 0  

H1: There is at least one βj ≠ 0; j = 1, 2, …, k 

The test statistic used is the G test statistic or the likelihood ratio test 

 

𝐺 =   𝜒2 = −2 log (
𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑡ℎ𝑒 𝑛𝑢𝑙𝑙 𝑚𝑜𝑑𝑒𝑙

𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑚𝑜𝑑𝑒𝑙
)   (12) 

  

When the overall model fit statistic's p-value is less than the test's significance level, α (p-value < α), 

the null hypothesis is rejected, indicating that there is evidence that at least one independent variable 

significantly influences the outcome prediction. 

If the overall model works well, the next question is how important each of the independent variables 

is. Statistical tests of significance can be applied to each variable’s coefficients. For each coefficient, the null 
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hypothesis that the coefficient is zero is tested against the alternative that the coefficient is not zero using a 

statistic Wald test: 

𝑊𝑗 =  
𝛽𝑖

2

𝑆𝐸𝛽𝑗

2  (13) 

Each Wald statistic is compared with a χ2 critical value with 1 degree of freedom. 

 

Interpreting the Odds Ratio in LR Model 

The odds ratio (OR) is a comparative measure of two odds relative to different events. For two 

events A and B, the corresponding odds of A occurring relative to B occurring is 

 𝑂𝑅 {𝐴 𝑣𝑠 𝐵} =  
𝑜𝑑𝑑𝑠{𝐴}

𝑜𝑑𝑑𝑠 {𝐵}
=  

𝑃𝐴
1−𝑃𝐴

⁄

𝑃𝐵
1−𝑃𝐵

⁄
     (14) 

where PA and PB denote the probabilities of conditions A and B happening respectively. 

When presenting the LR’s results, odds is usually used instead of the outcome’s probability. 

Probability and odds are directly related; that is, the odds of an event is calculated by dividing the 

probability of an event occurring by the probability that it will not occur. When the value of an 

independent variable, 𝑋𝑖 , increases by one unit while the values of other variables remain constant, the 

odds value of the dependent variable increases by a factor of exp(βi). This factor is usually called the odds 

ratio (OR). It reflects the relative amount by which the odds of the dependent variable increase (OR > 1) 

or decrease (OR < 1) as a result of one unit increase in the value of the corresponding independent 

variable. The OR ranges from zero to positive infinity.  

Outlier Detection in LR 

Consider �̂�𝑖 represents the estimated values of actual probabilities, 𝜖𝑖 = 𝑦𝑖 −  �̂�𝑖 may be defined as 

the deviation between  �̂�𝑖 and 𝑦𝑖, and the ordinary residuals can be defined as follows 

𝜖𝑖 =  {
1 −  �̂�𝑖,      𝑦𝑖 = 1 
− �̂�𝑖,         𝑦𝑖 = 0

     (15) 

Because 𝜖𝑖 has a probability of πi and follows the Bernoulli distribution, the errors distribution is 

binomial and its variance depends on the conditional mean as  

𝑉(𝑌|𝑋) =  �̂�𝑖(1 − �̂�𝑖)      (16) 

where the independent variable values are unique for every observation. When it is not unique, the errors 

distribution is binomial and its variance can be expressed as follow  

 𝑉(𝑌|𝑋) =  𝑚𝑖�̂�𝑖(1 − �̂�𝑖)     (17) 

where mi is the number of observations that have the same values of 𝑋𝑖 as observation.  

As an alternative to the ordinary residuals, Hosmer and Lemeshow, proposed person residuals by 

dividing them by √𝑚𝑖�̂�𝑖(1 − �̂�𝑖). For the 𝑖𝑡ℎ covariate pattern, the Pearson residual specified is provided by 

𝑟𝑖 =
𝑦𝑖−𝑚𝑖�̂�𝑖

√𝑚𝑖�̂�𝑖(1−�̂�𝑖)
       (18) 

where i=1, 2, …, n. Since ri
2 represents yi contribution to the Pearson chi square goodness of fit Hosmer and 

Lemeshow statistic, it has a relationship to the Pearson chi square test statistic [23]. Regretfully, the chi-

square test statistics do not approximate the chi-square distribution in the absence of replicates when dealing 

with binary data. Since the 𝜀�̂� = 𝑦𝑖 − �̂�𝑖 ≈ (1 − ℎ𝑖𝑖) yi, there is a serious problem when calculating the variance 

of 𝜀�̂�, hence the variance of the residual is given by  

𝑉(𝜀�̂�)  =  (1 −  ℎ𝑖𝑖)�̂�𝑖 (1 −  �̂�𝑖).     (19) 

It is clear that 𝑉 (𝜀�̂�) lacks unit variance, and as the result, the variance of Pearson residuals is not 

constant. 
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By dividing 𝑟𝑖 by the standard deviation, the Studentized Pearson residuals were proposed. This can 

be approximately expressed as √�̂�𝑖(1 − �̂�𝑖)(1 − ℎ𝑖𝑖), where 𝐻 =  �̂�1/2𝑋 (𝑋′�̂�𝑋)
−1

𝑋′�̂�1/2 and ℎ𝑖𝑖 is 𝑖𝑡ℎ 

diagonal element of Pregibon leverage 𝐻, also known as the hat matrix. The Studentized Pearson residuals 

defined as 

 𝑠𝑝𝑟𝑖 =  
𝑟𝑖

√1−ℎ𝑖𝑖
       (20)   

and the 𝑖𝑡ℎ observation associated |𝑠𝑝𝑟𝑖 | > 2 are generally identified as outlier [49], [50].  

 

2.4 A Hybrid Classification Approach with Logistic Regression Analysis and RST 

In this paper, a new integrated classification approach with binary logistic regression analysis and RST 

is proposed. Furthermore, the proposed model is called the Logistic Regression and Reduction Rough Set 

(LR3S). To evaluate the development of the resulting model, a comparison was made of the performance of 

the model produced using the original model (before data reduction), LR model after data reduction with the 

rough set, and modelling data that has reduced using RST and removed outlier. 

According to the research objectives, this research will be conducted by considering some steps as 

follows  

Step 1. Construct Information Table  

Step 2. Construct Original Logistic Regression (OLR) Model 

Step 3. Detect and remove outliers in OLR Model 

Step 4. Construct RO2LR (Remove Outlier Original Logistic Regression) Model 

Step 5. Detect and Remove Inconsistent Sample base on RST  

Step 6. Construct LR3S (Logistic Regression Reduction Rough Set) Model 

Step 7. Compare performance OLR, RO2LR and LR3S model 

The overall working of this research is presented in Figure 2. 

 
Figure 2. Research Framework 
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3. RESULTS AND DISCUSSION 

3.1 Result 

In this section, the hybrid LR and RST model classification for anemia data will be applied step by step 

as it is described in sub-chapter 2.4. 

Step 1: Construct Information Table 

The first step is to construct an information table using the utilized data d. In this case, the information 

table consists of 172 rows and 7 columns as can be seen in Table 2. 

Table 2. Anemia Data Information Table  

Pregnant 

Women 
X1 X2 X3 X4 X5 X6 Y 

P1 2 1 1 2 2 2 1 

P2 1 2 2 1 2 2 1 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
P 172 1 2 2 2 2 2 2 

 

Step 2: Construct Original Logistic Regression (OLR) Model  

Using logistic regression to analyze the initial data (OLR Model) is the second step in the process. 

Table 3 displays the outcomes of the data analysis. 

Table 3. The Results of Logistic Regression Analysis on Original Data 

 β S.E. Wald df Sig.   Exp(β) 

Gestational age (X1) 0.968 0.388 6.235 1 0.013 2.634 

Age of pregnant women (X2), 0.455 0.523 0.755 1 0.385 1.576 

Parity (X3) 1.315 0.832 2.500 1 0.114 3.726 

Employment status (X4) 0.070 0.338 0.043 1 0.835 1.073 

CED status (X5) 1.262 0.410 9.484 1 0.002 3.531 

Education level (X6). 0.248 0.421 0.347 1 0.556 1.281 

Constant -7.363 1.834 16.115 1 0.000 0.001 

 

Step 3: Detect and remove outliers in OLR 

At this stage, outlier detection is carried out on the ORL model using the Studentized Pearson residuals 

as defined in Equation (20) criteria. There were 3 observations detected as outliers, as can be seen in Table 

4 and these observations were then discarded and new data was obtained for next modeling of LR. 

Table 4. Detection Outlier in Logistic Regression Model 

Case 

Selected 

Statusa 

Observed 

Predicted 

Predicted 

Group 

Temporary Variable 

Anemia Status Resid ZResid SResid 

109 S 2** .111 1 .889 2.824 2.173 

137 S 2** .151 1 .849 2.374 2.009 

171 S 2** .144 1 .856 2.439 2.036 

 

Step 4: Construct RO2LR Model 

Next, a logistic model was constructed on data that no longer contained outliers (RO2L Model). Table 

5 presents the findings of the analysis. 
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Table 5. Results of Logistic Regression Analysis of Anemia Data After Removing Outliers  

 β S.E. Wald df Sig. Exp(β) 

Gestational age (X1) 0.979 0.405 5.828 1 0.016 2.661 

Age of pregnant women (X2) 0.715 0.544 1.730 1 0.188 2.044 

Parity (X3) 2.323 1.180 3.874 1 0.049 10.208 

Employment status (X4) 0.095 0.349 0.074 1 0.786 1.099 

CED status (X5) 1.562 0.438 12.747 1 0.000 4.770 

Education level (X6) 0.665 0.451 2.171 1 0.141 1.944 

Constant -11.238 2.620 18.400 1 0.000 0.000 

 

Step 5: Detect and Remove Inconsistent Sample base on RST  

The RST technique is then used to detect sample inconsistency. There were 48 observations that were 

inconsistent at this point. In order to create a new LR model, inconsistent samples with a probability of less 

than 0.5 are removed from the data set. 

 
Step 6: Construct LR3S Model 

The data that has been reduced in step 5 will now be subjected to data analysis using logistic regression 

(LR3S Model). Table 6 displays the outcomes of the data analysis. 

Table 6 Results of Logistic Regression Analysis of Anemia Data After Removing Inconsistent Samples 

 β S.E. Wald df Sig.    Exp(β) 

Gestational age (X1) 2.021 0.760 7.067 1 0.008 7.546 

Age of pregnant women (X2), 1.007 0.789 1.629 1 0.202 2.737 

Parity (X3) 4.502 1.469 9.392 1 0.002 90.203 

Employment status (X4) -0.793 0.621 1.632 1 0.201 0.452 

CED status (X5) 4.487 0.855 27.563 1 0.000 88.873 

Education level (X6). 3.003 0.747 16.160 1 0.000 20.141 

Constant -24.767 4.548 29.654 1 0.000 0.000 

 

Step 7: Compare performance OLR, RO2LR and LR3S 

After the four LR models were obtained, a comparison of the performance of these models was carried 

out based on confusion matrix. Table 7 displays the terms true positive (TP), true negative (TN), False 

positive (FP), and false negative (FN) that represent four different combinations of the predicted value and 

actual value on the confusion matrix. The LR model performance, including accuracy, sensitivity, specificity, 

and F-size, may be computed using based on confusion matrix. 

 Table 7. General Confusion Matrix 

Predicted 

Values  

Actual Values 

Positive (1) Negative (0) 

Positive (1) TP FP 

Negative (0) FN TN 

The confusion matrix for the OLR model is presented in Table 8. 

Table 8. Matrix Confusion ORL Model  

Predicted 

Values 

Actual Values Percentage 

Correct Anemia No Anemia 

Anemia 49 37 57.0 

No Anemia 21 65 75.6 

Overall Percentage   66.3 

 
With regard to the confusion matrix, accuracy can be defined as the ratio of diagonal elements to total 

matrix elements. Referring to Table 8. Accuracy for the OLR model is 

 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁 

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁  
 𝑥 100% =  

49+65

49+37+21+65  
 𝑥 100% = 66.3%.  

According to this accuracy, 66.3% of the 172 observations can be classified correctly using the OLR model  
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Another performance model based on confusion matrix is precision. Precision of a model can be 

defined as the degree of model reliability when the given prediction is “positive”. Precision for the OLR 

model is 

  

 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃 
 𝑥 100% =  

49

49+37 
=57.0% 

 

This precision shows that in the OLR model of 86 observations suspected of being anemic, only 57% 

of them actually that in really experienced anemia. 

Sensitivity is another confusion matrix-based performance model. The model's sensitivity is defined 

as its ability to recognize the data that has been classified as "true positive". Sensitivity describes the 

percentage of data that a model correctly classified to be labeled "positive" out of all the data that are actually 

labeled "positive". The precision for the OLR model can be calculated using the formula below 

 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 𝑥 100% =  

49

49+21 
= 70.0% 

 

According to the computed sensitivity value, 70% of the 70 observations with anemia are predicted to 

have anemia in the ORL model. 

The F1-score performance model is also employed in this study. F1-score illustrates the average 

comparison of the weighted precision and recall. When the number of false positive (FP) and false negative 

(FN) data in the dataset differs significantly, the F1-score should be used as the reference for classification 

performance. For the OLR model, the F1-score is 

 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 𝑥 100%  = 2 

0.651 𝑥 0.7

0.651+0.7
𝑥 100% = 67.5% 

 

Furthermore, the confusion matrix for RO2LR and LR3S models is shown in Table 9 dan Tabel 10. 

Table 9. Matrix Confusion RO2LR Model  

Predicted Values 

Actual Values Percentage 

Correct 

Anemia No Anemia  

Anemia 56 30 65.1 

No Anemia 21 62 75.6 

Overall Percentage   69.8 

Table 10. Matrix Confusion LR3S Model  

Predicted 

Values 

Actual Values Percentage 

Correct Anemia No Anemia 

Anemia 51 3 94.4 

No Anemia 4 66 94.3 

Overall Percentage   94.4 

 
Similar to the OLR model, each model's performance can be determined using its corresponding 

confusion matrix. Table 11 displays the performance of every model that was utilized. 

Table 11. Performances Models Logistic Regression 

Model Accuracy Precision Sensitivity F1-Score 

OLR 66.3 57.0 70 67.5 

RO2LR 69.8 65.1 72.7 68.7 

LR3S 94.4 94.4 92.7 93.5 

 
Figure 3 shows a comparison of the three models' performances in terms of accuracy, precision, 

sensitivity, and F1-score values. 
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Figure 3. Comparison of the performance of the OLR, RO2LR and LR3S models  

 

3.2 Discussion 

In order to examine the factors influencing the incidence of anemia in pregnancy, a classic and 

modified logistic regression model were employed in this study. There are 3 models used in this research, 

namely OLR (Original Logistic Regression), RO2LR (Remove Outlier Original Logistic Regression) and 

LR3S (Logistic Regression Reduction Rough Set). 

Table 11 and Figure 3 demonstrate that the LR model performs better when data is reduced by Remove 

Outlier or inconsistent samples. The increase in model performance is very significant by removing 

inconsistent observations (LR3S model), while eliminating outliers (RO2LR model) only provides a slight 

improvement. In other words, in this case, the LR3S model is the most significant modification option for the 

LR model in improving model performance.  

Next, a comparative analysis will be carried out on variables that significantly influence the incidence 

of anemia along with their respective odds values as presented in Table 12.  

Table 12. List of Variables that Significantly Affect the Incidence of Anemia 

Model Significant Variable P-value Odd Ratio/ Exp (β) 

OLR 
CED status (X5) 

Gestational age (X1) 

0.002 

0.013 

3.531 

2.634 

RO2LR 

CED status (X5) 

Gestational age (X1) 

Parity (X3) 

0.000 

0.016 

0.049 

4.770 

2.661 

10.208 

LR3S 

CED status (X5) 

Education level (X6). 

Parity (X3) 

Gestational age (X1) 

0.000 

0.000 

0.002 

0.008 

88.873 

20.141 

90.203 

7.546 

 

Table 12 shows that there are 2, 3, and 4 significant variables for the OLR, RO2LR, and LR3S models, 

respectively. The LR model exhibits an increase in the number of significant variables upon data reduction. 

For the three models used, the incidence of anemia is consistently significant influenced by two 

variables: gestational age and CED status, where CED status is always the variable with the highest 

significance. Additionally, parity is a major variable in the RO2LR and LR3S models, and educational level 

is a significant variable in the LR3S model, outside from CED status and gestational age. Apart from that, 

none of the three models utilized indicated that the age of pregnant women or employment status had a 

significant impact on the incidence of anemia. 

Furthermore, it can be seen that for variables that significantly influence the incidence of anemia, each 

has an odds ratio value > 1. This means that the odd value for pregnant women who do not experience anemia 

will increase for pregnant women who are not at risk in terms of CED status, gestational age, parity, age of 

pregnant women. Apart from that, this condition also applies to mothers who are educated. This is in line 
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with previous studies, where it can also be said that the risk of anemia will increase in pregnant women who 

are at risk of CED status [18], gestational age [13]–[15], parity [14]–[16], and have low education [17], [19]. 

 

4. CONCLUSIONS 

 This research presents a new approach to enhance the logistic regression (LR) model's performance 

for anemia data by using Rough Set Theory (RST) strategy to eliminating inconsistent sample. The hybrid 

model namely as Logistic Regression Reduction Rough Set (LR3S). Using a number of model performance 

metrics, this model will be contrasted with two other models that have been often utilized in earlier studies: 

the RO2LR (Remove Outlier Original Logistic Model) and the OLR (Original Logistic Regression) model. 

Among the three models used, LR3S has the best performance based on all the indicators used. Additionally, 

the number of independent variables that significantly affect the incidence of anemia can be increased by 

using LR3S. This of course has an influence on the preparation of programs/policies to reduce the incidence 

of anemia in pregnancy. Using LR3S model, it is found that CED status, educational level, parity and 

gestational are significant variables impact on the incidence of anemia at Tegal Rejo Community Health 

Center, Yogyakarta Province. 

Since this research is preliminary, simulation experiments must to be conducted to confirm the 

findings. However, according on the outcomes of experiments on this anemia data, there is a tendency that 

cleansing inconsistent sample using RST can improve the performance of the LR model. Additionally, it 

aids researchers conducting survey research including a large number of ambiguous variables or factors. If 

a relationship or association between variables is found to be unsatisfactory, they do not need to gather 

further information or conduct new surveys. With the proposed LR3R model this problem can be solved 

systematically and effectively. To conclude, in this proposed model researchers are advised to consider 

removing inconsistent samples that have a probability of less than 0.5 before doing LR modeling to get 

better model performance. 
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