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ABSTRACT 

Article History: 
Indonesia has a tropical climate and has two seasons: dry and rainy. Prolonged drought 

can cause drought disasters, and rain can cause floods and landslides. According to 

information from the Meteorology, Climatology, and Geophysics Agency (BMKG), natural 

disasters such as floods and landslides due to heavy rains have been a severe problem in 

Indonesia for the past five years. Different regional characteristics can affect the intensity 

of rain that falls in every province in Indonesia. It can be grouped to determine which 

provinces have similar characteristics to natural disasters due to rainfall. Later, it can 

provide information to the government and the public so that they are more aware of natural 

disasters. So, it is necessary to research and classify provinces in Indonesia for rainfall 

with cluster analysis. The data used is secondary rainfall data taken from the official BMKG 

website. Cluster analysis of rainfall in 34 provinces in Indonesia used hierarchical and non-

hierarchical methods in this study. The approach that is used in this research limits our 

clustering of the data. Further research with a machine learning approach is recommended. 

For the clustering method, the agglomerative hierarchical method includes single, average, 

and complete linkage. The non-hierarchical method includes k-medoids and fuzzy C-means. 

The cluster analysis results show that the dynamic time warping (DTW) distance 

measurement method with the average linkage method has the most optimal cluster results 

with a silhouette coefficient value of 0.813. 
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1. INTRODUCTION  

Indonesia is a country traversed by the equator. This causes Indonesia to have a tropical climate, which 

causes Indonesia to receive much sunlight because the sun is above it all year round. In addition, tropical 

climate areas are also influenced by atmospheric characteristics, where solar heating is extreme, so a lot of 

upward air movement occurs due to heating (convection). The ocean area is larger than the land area, so it 

has the potential to form types of clouds that can produce rain [1]. According to information from the 

Meteorology, Climatology, and Geophysics Agency, for the past five years, natural disasters such as floods 

and landslides due to heavy rains are still a severe problem in Indonesia. Different regional characteristics 

can affect the intensity of rain that falls in every province in Indonesia. These characteristics can be influenced 

by several important factors that influence the rainfall process in Indonesia, such as latitude, wind patterns, 

distribution of land and water areas, and mountains and high mountains [2]. These different conditions for 

rainfall in each region in Indonesia have consequences for various other fields, such as agriculture and 

economics, which have been investigated by previous research in [3]. This problem also poses challenges in 

assessing rainfall in Indonesia. This problem also provides its challenges in handling it. Therefore, efforts to 

mitigate rainfall in each region need to be made. This effort can be done by grouping regions with the same 

characteristics. The grouping is expected to identify the provinces in Indonesia with the highest and lowest 

rainfall levels to improve appropriate mitigation efforts. 

Cluster analysis is a grouping of objects with similar characteristics without eliminating the natural 

structure of the object so that the resulting groups have meaning, such as patterns or classifications [4]. Cluster 

analysis aims to group data objectively into homogeneous groups where the similarities of objects within 

groups are minimized, and dissimilarities between groups of objects are maximized [5]. The application of 

cluster analysis is growing with the use of time series data (time series). Time series data is data obtained by 

observing sequences taken sequentially in time, which has a correlation structure between the values in each 

time series data [6]. Time series cluster analysis groups object based on their time series patterns. However, 

the choice of distance and the clustering method used must consider the structure of time series data, which 

is very dynamic. Calculating the distance between time series objects is one of the cornerstones of the time 

series clustering algorithm [7]. Currently, there have been many developments related to distance 

measurements as used in this study, namely Dynamic Time Warping (DTW) distance, Short Time Series 

(STS) distance [8], correlation-based distances [9], and Autocorrelation Function (ACF) distance [10]. 

Cluster analysis is divided into two methods, namely, the hierarchical method and the non-hierarchical 

method. Cluster analysis using the hierarchical approach is divided into two, namely the agglomerative 

method and the divisive method. Hierarchical cluster analysis with agglomerative method consists of single 

linkage, average linkage, complete linkage, and ward method. The cluster analysis method uses a non-

hierarchical method, namely K-Means, K-Medoids, and Fuzzy C-means [11]. Relevant previous studies, on 

average, only used one of the hierarchical methods with the most frequently used distance measures. 

According to previous research, the hierarchical method is selected in this study, as this approach is robust to 

outliers [12]. Another previous research also states that non-hierarchical is the best clustering approach 

because it is simple and computationally faster [13]. Combining cluster analysis with the hierarchical method 

with renewable distance measures can be performed to get better results so that it can be seen which hierarchy 

method and distance measure are the best for applying cluster analysis in this study. 

This study uses cluster analysis to determine the grouping of provinces in Indonesia regarding rainfall 

from January 2018 to December 2022. The grouping of provinces in Indonesia needs to be carried out as 

information and prevention material for the community. The aim is to increase public awareness of natural 

disasters. Rainfall data is time series data, so cluster analysis uses distance measures. The distance measures 

used are Dynamic Time Warping (DTW) distance, Short Time Series (STS) distance, and Autocorrelation 

Function (ACF) distance. For the cluster analysis method used, the agglomerative hierarchical method 

includes single linkage, average linkage, and complete linkage. The non-hierarchical approach includes K-

Medoids and Fuzzy C-means. From the cluster analysis using four distance measures, the optimal number of 

clusters will be determined using the elbow method, followed by four agglomerative hierarchical methods. 

The results of each method and the distance measures will be validated with silhouette coefficients to 

determine the most optimal cluster results. Provincial groups in Indonesia will later know the most optimal 
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results based on the level of rainfall intensity. So that later, it can be an estimate to find out which areas are 

vulnerable to natural disasters based on rainfall intensity. 

 

2. RESEARCH METHODS 

2.1 Rainfall 

Rainfall is the height of rainwater that collects in a flat place and does not evaporate, seep, or flow. 

The unit of rainfall used in Indonesia is the millimeter (mm). The data is taken from the official website of 

the Meteorology, Climatology, and Geophysics Agency (BMKG). The data was used for 34 provinces from 

34 BMKG observation stations. One millimeter of rainfall means that in one square meter on a flat place, one 

millimeter of water is accommodated, or one liter of water is accommodated [14]. There are four categories 

of rainfall divided by BMKG, namely [15]: 

1. 0 – 100mm/month, low category 
2. 100 – 300mm/month, medium category 
3. 300 – 500mm/month, high category 
4. >500mm/month, very high category 

Topographical factors and regional weather systems are essential in the amount and spatial rainfall 

pattern in an area [16]. In addition, the characteristics of different regions can also affect the intensity of rain 

that falls in every province in Indonesia. The characteristics of these different areas can be identified by 

applying a cluster analysis. 

2.2 Dynamic Time Warping (DTW) 

Dynamic Time Warping (DTW) distance is an algorithm used to find the distance between two time 

series with the same or different lengths. Dynamic Time Warping (DTW) distance uses a dynamic 

programming technique to find all possible paths and choose the one that results in the minimum distance 

between two-time series using a distance matrix, where each element in the matrix is the minimum cumulative 

distance of its three neighbors. 

Suppose there are two time series 𝑋 = 𝑥1, 𝑥2, … , 𝑥𝑖 , … , 𝑥𝑛 with length 𝑛 and 𝑌 = 𝑦1, 𝑦2, … , 𝑦𝑗 , … , 𝑦𝑚 

with length 𝑚. First, create a matrix 𝐷 of size 𝑛 ×𝑚 where for each element 𝑛 ×𝑚 in the matrix 𝐷 is the 

difference between 𝑥𝑖 and 𝑦𝑗, which is written in Equation (1) as follows: 

𝑑𝑖,𝑗 = |𝑥𝑖 − 𝑦𝑗|                                                         (1) 

Where 𝑖 = 1,2,… , 𝑛 and 𝑗 = 1,2,… ,𝑚. After getting the cumulative distance in the form of 𝑑𝑖𝑗, then 

add the minimum value of the three elements adjacent to the element (𝑖, 𝑗), namely 

⁡{𝑑(𝑖−1)(𝑗−1), 𝑑(𝑖−1)𝑗 , 𝑑𝑖(𝑗−1)}, where 0 < 𝑖 ≤ 𝑛 and 0 < 𝑗 ≤ 𝑚 so that matrix 𝐸 is formed. It can be defined 

in Equation (2) elements (𝑖, 𝑗) in matrix 𝐸 as follows: 

𝐸𝑖,𝑗 = 𝑑𝑖𝑗 +min⁡{𝑑(𝑖−1)(𝑗−1), 𝑑(𝑖−1)𝑗, 𝑑𝑖(𝑗−1)                        (2) 

After obtaining matrix 𝐸, the next step is to determine the distance between the two-time series 𝑋 and 
𝑌 with Equation (3) as follows [17]:  

𝑑𝐷𝑇𝑊(𝑋, 𝑌) = min
∀𝑤∈𝑝

{∑ 𝐸𝑖,𝑗
𝑘
𝑖,𝑗=1 }                                (3) 

Where, 𝑝 is a set of all possible warping paths, 𝐸𝑖,𝑗 is elements (𝑖, 𝑗) in matrix 𝐸, and 𝑘 is the length of the 

warping path. 
 

2.3 Short Time Series (STS) Distance 

Short Time Series Distance (STS) distance was introduced by Möller-Levet, Klawonn, Cho, and 
Wolkenhauer [18], which measures the similarity of DNA microarray time series data. Microarray is a pattern 
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obtained by analyzing the function and expression of many genes simultaneously and in one experiment. 
Moller's goal was to determine distances capable of capturing differences in form, determined by relative 
expressive changes and corresponding temporal information. Suppose there are two-time series data 𝑋 =
{𝑥0, 𝑥1, … , 𝑥𝑁−1} and 𝑌 = {𝑦0, 𝑦1, … , 𝑦𝑁−1} the STS distance is defined in Equation (4) as follows:  

𝑑𝑆𝑇𝑆(𝑋, 𝑌) = √∑ (
𝑦𝑘+1−𝑦𝑘

𝑡𝑘+1−𝑡𝑘
−

𝑥𝑘+1−𝑥𝑘

𝑡𝑘+1−𝑡𝑘
)𝑁−1

𝑘=0                                                         

 (4) 

Where 𝑡𝑘 is the time of each point in data 𝑋 and 𝑌. 
 

2.4 Autocorrelation Function (ACF) Distance 

Galeano and Pella [19] investigated the relationship of time series data using the Autocorrelation 

Function (ACF) distance. Suppose there are two time series data, 𝑋 and 𝑌. Where �̂�𝑋 = (�̂�1,𝑋, �̂�2,𝑋… , �̂�𝑘,𝑋)
𝑡
 

and �̂�𝑌 = (�̂�1,𝑌, �̂�2,𝑌, … , �̂�𝑘,𝑌)
𝑡
. is the autocorrelation vector representation of the estimation results from lag 

1 to lag 𝑘 where �̂�𝑖,𝑋 ≈ 0 and �̂�𝑖,𝑌 ≈ 0 for 𝑖 > 𝑘. The Autocorrelation Function (ACF) is a function used to 

explain the correlation between 𝑋𝑡 and 𝑋(𝑡+𝑘) of the same process and only separated by the 𝑘-th time lag. 

Suppose there is time series data 𝑋 = 𝑋1, 𝑋2, … , 𝑋𝑛, then ACF can be written in Equation (5) as follows: 

𝜌𝑘 =
∑ (𝑋𝑡−�̅�)(𝑋(𝑡+𝑘)−�̅�)
𝑛−𝑘
𝑡=1

∑ (𝑋𝑡−�̅�)
2𝑛

𝑖=1

                                (5) 

Once the autocorrelation vector is known in Equation (5), the distance between the two-time series 

can be written in Equation (6) as follows:  

𝑑𝐴𝐶𝐹(𝑋, 𝑌) = √∑ (�̂�𝑋 − �̂�𝑌)
2𝑘

𝑖=1                                 (6) 

Where, 𝑑𝐴𝐶𝐹(𝑋, 𝑌) is a set of all possible warping paths and �̅� is the average of the time series. 

 

2.5 Hierarchical Method 

The hierarchical method is divided into two methods, namely the agglomerative and divisive methods. 

Grouping with the agglomerative method starts with separate objects. Then, clusters are formed by grouping 

objects into increasingly large groups. This process is continued until all objects are members of a single 

cluster. Whereas the divisive method works the other way around, grouping starts with all objects grouped 

into a single group. Then, the groups are separated until each object is in a separate group [20]. 

The agglomerative method consists of single linkage, average linkage, and complete linkage. The 

single linkage method uses the minimum distance rule between clusters. Determining the distance between 

clusters using the single linkage method can be done by looking at the distance between the two existing 

clusters and then choosing the closest distance. Then, look for the closest distance, and the next object is 

combined into the group. And so on until all the objects are in one large group. If two objects are 𝑈 and 𝑉 to 

be grouped, then a cluster (𝑈𝑉) is obtained with the distance between the two objects denoted 𝑑𝑈𝑉. To find 

the distance between the cluster (𝑈𝑉) and cluster 𝑊 or other clusters, the Equation used to determine the 

distance between the two is written in Equation (7) as follows:  

𝑑(𝑈𝑉)𝑊 = min⁡(𝑑𝑈𝑊, 𝑑𝑉𝑊)                                (7) 

Where 𝑑𝑈𝑊 and 𝑑𝑉𝑊 values are the minimum distances between clusters 𝑈 and 𝑊 and clusters 𝑉 and 

𝑊.  

The average linkage method is a hierarchical cluster method that groups based on the average between 

objects. This method is considered more stable and less biased because it uses an average. Calculation of the 

distance between groups is written in Equation (8) as follows:  

𝑑⁡(𝑈𝑉)𝑊 =⁡
𝑑(𝑈𝑊)+𝑑(𝑉𝑊)

𝑛(𝑈𝑉)𝑛𝑊
                                (8) 
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Where 𝑛(𝑈𝑉) is the number of cluster members (𝑈𝑉), and 𝑛𝑊 is the number of cluster members 𝑊. 

The complete linkage method uses the maximum distance rules between clusters. Grouping with the 

complete linkage method begins with determining the object with the closest distance. The next step is to 

combine these objects by looking at the farthest or maximum distance. So that it can be written in Equation 

(9) as follows:  

𝑑(𝑈𝑉)𝑊 = max⁡(𝑑𝑈𝑊, 𝑑𝑉𝑊)                                (9) 

𝑑𝑈𝑊 is the farthest distance from clusters 𝑈 and 𝑊, while 𝑑𝑉𝑊 is the farthest from clusters 𝑉 and 𝑊. 

 

2.6 Non-Hierarchical Method 

Non-hierarchical methods are used for object grouping, where the number of clusters to be formed can 

be determined beforehand. The methods included in the non-hierarchical method are the 𝑘-medoids and fuzzy 

C-means methods. The 𝑘-medoids method uses 𝑘 as the number of initial cluster centers randomly generated 

at the beginning of the clustering process. Any object closer to the cluster center will be grouped and form a 

new cluster. The algorithm then randomly determines a new cluster center from each previously formed 

cluster and recalculates the distance between the object and the resulting new cluster center. The distance 

between objects 𝑖 and 𝑗 is calculated using the dissimilarity measurement function, one of which is the 

Euclidean Distance Function, as shown in the following form [21]:  

𝑑𝑖𝑗 = √∑ (𝑥𝑖𝑎 − 𝑥𝑗𝑎)
2𝑝

𝑎=1                                 (10) 

Where, 𝑑𝑖𝑗 is a distance between objects 𝑖 and 𝑗. 𝑥𝑖𝑎 is the value of object 𝑖 when variable to 𝑎. 𝑥𝑗𝑎 is the 

value of object 𝑗 when variable to 𝑎 and 𝑝 is total observed variables. The K Medoids algorithm is as follows. 

1. Determine the number of clusters are generated. 

2. Determines the medoid by as much as k. 

3. Calculates the distance between each item and the medoid. The Euclidean distance may be computed 

using Equation (10). 

4. Choose a randomly selected medoid candidate from each cluster. 

5. Calculates the distance between each object and the new medoid in each cluster.  

6. The total deviation (S) is obtained by subtracting the current total distance from the previous total 

distance. If 𝑆 > 0, the clustering procedure is complete, and cluster members are acquired from each 

medoid. If 𝑆 < 0, create a group of 𝑘 new objects as medoid by updating the object with cluster data. 

7. Return to Stage 3 until the medoid shows no change. 

Fuzzy C-means (FCM) is a data clustering technique in which the existence of each data point in a 

cluster is determined by its degree of membership. Following is the FCM clustering algorithm [22]: 

1. The input data to be clustered 𝑋 is a matrix of size 𝑛 × 𝑝 (𝑛 is the number of data samples and 𝑝 
is attribute of each data). 𝑋𝑘𝑗 is 𝑘-th sample data (𝑘⁡ = ⁡1,2, . . . , 𝑛) and 𝑗-th attributes (𝑗⁡ =
⁡1,2,3, . , 𝑚). 

2. Determine: 
a. 𝑐: number of clusters 
b. 𝑚: weighting rank 
c. 𝑀𝑎𝑥𝐼𝑡𝑒𝑟: maximum iteration 
d. 𝜉: the slightest error expected 
e. 𝑃0 = 0: initial Objective Function 
f. 𝑡 = 1: initial iteration 

3. Generate random numbers (𝜇𝑖𝑘 = 1,2,… , 𝑐; 𝑘 = 1,2, … , 𝑛) as elements of the initial partition 
matrix 𝑈. 

𝑈0 = [
𝜇11(𝑥1) 𝜇12(𝑥2) … 𝜇1𝑐(𝑥𝑐)

⋮ ⋮ ⁡ ⋮
𝜇𝑛1(𝑥1) 𝜇𝑛2(𝑥2) … 𝜇𝑛𝑐(𝑥𝑐)

]                                (11) 

The partition matrix in fuzzy clustering must meet the following conditions: 
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𝜇𝑖𝑘 = [0,1]; (1 ≤ 𝑖 ≤ 𝑐; 1 ≤ 𝑘 ≤ 𝑛)                                (12) 

∑ 𝜇𝑖𝑘
𝑛
𝑖=1 = 1; 1 ≤ 𝑖 ≤ 𝑐                                (13) 

0 < ∑ 𝜇𝑖𝑘
𝑐
𝑖=1 < 𝑐; 1 ≤ 𝑘 ≤ 𝑛                                (14) 

Count the sum of each column (attribute): 

𝑄𝑗 = ∑ (𝑐
𝑖=1 𝜇𝑖𝑘)                                (15) 

with 𝑗 = 1,2,3,… ,𝑚. Then count: 

𝜇𝑖𝑘 =
𝜇𝑖𝑘

𝑄𝑗
                                (16) 

4. Calculate the 𝑘-th cluster center 𝑉𝑖𝑗, where 𝑖⁡ = ⁡1,2,3, . . , 𝑐 and 𝑗⁡ = ⁡1,2,3, . . , 𝑚. 

𝑉𝑖𝑗 =
∑ ((𝜇𝑖𝑘)

𝑚∗𝑋𝑘𝑗)
𝑛
𝑘=1

∑ (𝜇𝑖𝑘)
𝑚𝑛

𝑘=1

                                (17) 

𝑉 = [

𝑣11 ⋯ 𝑣1𝑚
⋮ ⋱ ⋮
𝑣𝑐1 ⋯ 𝑣𝑐𝑚

]                                (18) 

5. Calculate the objective function at the 𝑡-th iteration, 𝑃𝑡, using the following Equation:  
 

𝑃𝑡 = ∑ ∑ ([∑ (𝑋𝑘𝑗 − 𝑉𝑖𝑗)
2𝑚

𝑗=1 ](𝜇𝑖𝑘)
𝑚)𝑐

𝑖=1
𝑛
𝑘=1                                                         

 (19) 

6. Calculate changes in the partition matrix: 

𝜇𝑖𝑘 =
[∑ (𝑋𝑘𝑗−𝑉𝑖𝑗)

2𝑝
𝑗=1 ]

−1
𝑝−1

∑ [∑ (𝑋𝑘𝑗−𝑉𝑖𝑗)
2𝑝

𝑗=1
]

−1
𝑝−1𝑐

𝑖=1

                                (20) 

7. Check stop condition:  
a. If (|𝑃𝑡⁡ − ⁡𝑃𝑡 − 1| ⁡< ⁡𝜉) or (𝑡 <⁡maximum iteration) then stop;  
b. If not, then 𝑡 = 𝑡 + 1. Repeat step 4. 

 

2.7 Elbow Method 

The elbow method is used to determine how many clusters to choose by looking at the percentage of 

the results of the comparison between the number of clusters that will form an elbow at a point [23]. The 

elbow method works by selecting a cluster value and then adding the cluster value to be used as a data model 

in determining the best cluster, and the resulting calculation presentation becomes a comparison between the 

numbers of added clusters. The results of the different percentages of each cluster value can be shown using 

graphics as a source of information. If the value of the first cluster with the value of the second cluster gives 

a corner in the graph or the value has the most significant decrease, then the value of the cluster is the best 

[24]. To get a comparison to calculate the SSE (Sum Square Error) of each cluster value. The greater the 

number of 𝐾 clusters, the smaller the SSE value. The algorithm for obtaining SSE values is like Equation 

(21) below [25]: 

𝑆𝑆𝐸 = ∑ ∑ ‖𝑥𝑖 − 𝑐𝑘‖
2

𝑋𝑖
𝐾
𝐾=1                                 (21) 

Where, 𝐾 is the number of 𝑐 clusters, 𝑥𝑖 is object data distance to 𝑖, and 𝑐𝑘 is the center of the 𝑖-th cluster. 

 

2.8 Silhouette Coefficient 

The silhouette coefficient measures accuracy in grouping a time series and is commonly used to 

determine grouping quality. The silhouette coefficient calculation step starts with finding 𝒂𝒊
𝒋
, namely the 
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average distance of the 𝑖-th data with all data in the same cluster. It is assumed that the 𝑖-th data is in cluster 

𝐴. Kaufman and Rousseeuw [26] write 𝒂𝒊
𝒋
 in Equation (22) as follows: 

𝑎𝑖
𝑗
=

1

𝑚𝑗−1
∑ 𝑑(𝑥𝑖

𝑗
, 𝑥𝑟

𝑗
)𝑟=1

𝑟≠1
                                (22) 

Where, 𝑗 is cluster, 𝑖 is index data (𝑖 = 1,2, … ,𝑚𝑗), 𝒂𝒊
𝒋
 is the average distance of the 𝑖-th data with all 

data in the same cluster, 𝑀𝑗 is the amount of data in the 𝑗-th cluster, and 𝒅(𝒙𝒊
𝒋
, 𝒙𝒓

𝒋
) is the distance between 

the⁡𝑖-th data and the 𝑗-th data in one cluster 𝑗. 

Next, calculate the value of 𝒃𝒊
𝒋
, the minimum value of the 𝑖-th data mean with all data in different 

clusters. Then, 𝒃𝒊
𝒋
 is written in Equation (23) as follows: 

𝑏𝑖
𝑗
= min

𝑛=1,…,𝑘
𝑛≠𝑗

{
1

𝑚𝑛
∑ 𝑑(𝑥𝑖

𝑗
, 𝑥𝑟

𝑛)
𝑚𝑛
𝑟=1
𝑟≠1

}                                (23) 

Where, 𝑗 is cluster, 𝑖 is index data (𝒊 = 𝟏, 𝟐,… ,𝒎𝒋), 𝒃𝒊
𝒋
 is the average distance of the 𝑖-th data with all 

data in a different cluster, 𝑀𝑛 is the amount of data in the 𝑛-th cluster, and 𝒅(𝒙𝒊
𝒋
, 𝒙𝒓

𝒏) is the distance between 

the 𝑖-th data and the 𝑗-th data in one cluster 𝑛. After 𝒂𝒊
𝒋
 and 𝒃𝒊

𝒋
  are known, the next step is to calculate 𝑺𝑰𝒊

𝒋
, 

which is written in Equation (24) as follows: 

𝑆𝐼𝑖
𝑗
=

𝑏𝑖
𝑗
−𝑎𝑖

𝑗

max⁡{𝑎𝑖
𝑗
,𝑏𝑖
𝑗
}
                                (24) 

Where, 𝑺𝑰𝒊
𝒋
 is the 𝑖-th silhouette index data in one cluster, 𝒂𝒊

𝒋
 is the average distance of the 𝑖-th data 

with all data in the same cluster, and 𝒃𝒊
𝒋
 is the average distance of the 𝑖-th data with all data in a different 

cluster. The silhouette coefficient value of each object in a cluster is a measure that shows how closely the 

data are grouped in one cluster. The value of 𝑺𝑰𝒊
𝒋
 is in the range: 

−1 < 𝑆𝐼𝑖
𝑗
≤ 1                                (25) 

The value of 𝑺𝑰𝒊
𝒋
 is close to −1, indicating that the distance between objects in 𝒂𝒊

𝒋
 is much greater than 

𝒃𝒊
𝒋
, so it is said that there was a misclassification or doubt in the grouping that was done. Meanwhile, if the 

value of 𝑺𝑰𝒊
𝒋
 is close to 1, the distance between objects in 𝒂𝒊

𝒋
 is much smaller than 𝒃𝒊

𝒋
, so the grouping is said 

to be done well. Then, use Equation (26) for the calculation to get 𝑺𝑰𝒋 as follows: 

𝑆𝐼𝑗 =
1

𝑚𝑗
∑ 𝑆𝐼𝑖

𝑗𝑚𝑗

𝑖=1
                                (26) 

Where, 𝑺𝑰𝒋 is the average Silhouette Index cluster 𝑗, 𝑺𝑰𝒊
𝒋
 is the 𝑖-th silhouette index data in one cluster, 

𝑀𝑗 is the amount of data in the 𝑗-th cluster, and 𝑖 is index data (𝒊 = 𝟏, 𝟐,… ,𝒎𝒋). The calculation formula for 

obtaining the global 𝑆𝐼 value is written in Equation (27) below: 

𝑆𝐼 =
1

𝑘
∑ 𝑆𝐼𝑗
𝑘
𝑗=1                                 (27) 

Where, 𝑆𝐼 is the average Silhouette Index of the dataset, 𝑺𝑰𝒋 is the average Silhouette Index cluster 𝑗, 

and 𝑘 is number of clusters. The final step is to determine the silhouette coefficient (SC), obtained by finding 

the maximum value of the Global Silhouette Index from the number of clusters 2 to the number of 𝑞 − 1 

clusters. 𝑆𝐶 is written in Equation (28) as follows:  

𝑆𝐶 = ⁡𝑆𝐼(𝑘)𝑘
𝑚𝑎𝑥                                 (28) 

Where, 𝑆𝐶 is silhouette coefficient, 𝑆𝐼 is the average Silhouette Index of the dataset, and 𝑘 is the 𝑘-th 

cluster (𝒌 = 𝟐, 𝟑,… , 𝒒 − 𝟏) where 𝑞 is the number of clusters. The silhouette coefficient criteria set by 

Kaufman and Rousseeuw [26] are presented in Table 1 as follows: 

Table 1. Silhouette Coefficient Criteria  
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Silhouette Coefficient Value Cluster Criteria 

0.71 – 1.00 Strong 

0.51 – 0.70 Good 

0.26 – 0.50 Weak 

0.00 – 0.25 Bad 

So, we give simple data for the illustration: 

Table 2. Data of Illustration  

Data 𝑿𝟏 𝑿𝟐 Cluster 

A 1 5 1 

B 5 8 1 

C 3 4 2 

D 1 2 2 

• The average distance (cohesion) between A and B = √((1 − 5)2 + (5 − 8)2) = √41. 

• The average distance between data point A and all data points in the other cluster:  

Distance between A and C =√((1 − 3)2 + (5 − 4)2) = √5.  

Distance between A and D =√((1 − 1)2 + (5 − 2)2) = √9.  

Minimum average distance =
(√5+√9)

2
≈ 2.24. 

• Silhouette coefficient or 𝑆𝐼 =
(2.24−√41)

max(√41,2.24)
= −0.32. 

There are illustrations of calculating silhouettes manually. 

2.9 Data Source 

The data used in this study is secondary rainfall data (mm) for all provinces in Indonesia from January 

2018 to December 2022. The data was taken from the official website of the Meteorology, Climatology, and 

Geophysics Agency. The observational data to be used is data from 34 provinces from 34 observation stations. 

The initial stage of this research is to collect rainfall data for 34 provinces for five years, starting from 2018 

to 2022. The next stage is to calculate distances using four distance measurement methods, namely dynamic 

time warping (DTW) distance, short time series (STS) distance, and autocorrelation function (ACF) distance. 

Then, determine the best number of clusters for each cluster analysis method using the elbow method. The 

next step is to carry out cluster analysis using an agglomerative hierarchical method consisting of single 

linkage, average linkage, and complete linkage. Afterwards, proceed with cluster analysis with non-

hierarchical methods, namely 𝑘-medoids and fuzzy C-means. After obtaining the results of cluster analysis, 

cluster validation was carried out to find out the distance measurement method and the best cluster analysis 

method with the most optimal cluster results. Next will be the interpretation of the most optimal cluster results 

based on rainfall in Indonesia. 

 

3. RESULTS AND DISCUSSION 

The first stage of this research is collecting data. Then, calculations were carried out using the distance 

measurement method. Each distance measurement method measures the respective distance between two-

time series, which means that each Province will calculate its distance from one other Province from the first 

Province to the 34th Province. After calculating the distance, then is done is to determine the number of 

clusters with the elbow method. The results of determining the best number of clusters are presented in Figure 

1 below. 
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Figure 1. Result of The Elbow Method 

The results of the elbow method show that the best grouping in this study is grouped into five clusters 

using hierarchical methods and non-hierarchical methods. After measuring the distance and knowing the 

number of clusters formed, the next step is conducting cluster analysis using hierarchical and non-hierarchical 

methods. The first are three distance measurement methods and three agglomerative hierarchical cluster 

analysis methods, namely single linkage, average linkage, and complete linkage. Then for non-hierarchical 

methods, namely 𝑘-medoids and fuzzy C-means. Later, each of these results will look for the optimal cluster 

results by comparing the silhouette coefficient values. Comparison of silhouette coefficient values for 

dynamic time warping (DTW) distance, short time series (STS) distance, and autocorrelation function (ACF) 

distance with each agglomerative hierarchical cluster analysis method is presented in Table 3. 

Table 3. Comparison of Silhouette Coefficients using Hierarchical Method  

Distance Measure Method Agglomerative Hierarchical Method Silhouette Coefficient 

Dynamic Time Warping (DTW) distance 

Single Linkage 0.788 

Complete Linkage 0.690 

Average Linkage 0.813 

Autocorrelation Function (ACF) distance 

Single Linkage 0.726 

Complete Linkage 0.723 

Average Linkage 0.748 

Short Time Series (STS) distance 

Single Linkage 0.770 

Complete Linkage 0.707 

Average Linkage 0.794 

 

Table 3 shows that the most optimal cluster analysis results are the dynamic time warping (DTW) 

distance with the average linkage method because it has the best silhouette coefficient value of 0.813, which 

is included in the strong category. The distance autocorrelation function (ACF) method with the average 

linkage method has the best silhouette coefficient value of 0.748, which is included in the strong category. 

Furthermore, the short time series (STS) distance method with the average linkage method has the best 

silhouette coefficient value, 0.794, which is included in the strong category. 

The results of the comparison of silhouette coefficient values in the non-hierarchical method are 

presented in Table 4. 

Table 4. Comparison of Silhouette Coefficients using the Non-Hierarchical Method  

Non-Hierarchical Method Silhouette Coefficient 

K-Medoids 0.132 

Fuzzy C-means 0.120 

 

Table 4 shows that the most optimal cluster results are in the non-hierarchical method, namely the K-

Medoids, because it has a silhouette coefficient value of 0.132, which is in the wrong category. After knowing 

the most optimal cluster results from each distance measurement method using the hierarchical method and 

the most optimal cluster results using the non-hierarchical method, validate the most optimal cluster results 
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from all cluster analysis methods using silhouette coefficients. A comparison of silhouette coefficients is 

presented in Table 5. 

Table 5. Comparison of Silhouette Coefficients on Hierarchical and Non-Hierarchical Method  

Cluster Analysis 

Method 
Method 

Silhouette 

Coefficient 

Hierarchical Method 

Dynamic Time Warping (DTW) distance with the average 

linkage method 
0.813 

Autocorrelation Function (ACF) distance with the average 

linkage method 
0.748 

Short Time Series (STS) distance method with the average 

linkage method 
0.794 

Non-Hierarchical 

Method 
K-Medoids 0.132 

 

The results show the comparison of the silhouette coefficient values in Table 5, it is known that the 

most optimal cluster results are the dynamic time warping (DTW) distance measurement method with the 

average linkage method with a silhouette coefficient value of 0.813 which is included in the strong category. 

The results of cluster analysis of 34 provinces in Indonesia on rainfall using four distance measurement 

methods and four cluster analysis methods obtained 5 clusters with the most optimal cluster results using the 

dynamic time warping (DTW) distance measurement method with the average linkage method. The map of 

cluster analysis results is presented in Figure 2. 

 

  
Figure 2. Map of Cluster Analysis Results 

 

Based on Figure 2, the results of cluster 1, marked in red, consist of the provinces of Aceh, North 

Sumatra, Riau, Jambi, South Sumatra, Lampung, Bangka Belitung Islands, Riau Islands, DKI Jakarta, Central 

Java, DI Yogyakarta, East Java, Banten, Bali, West Nusa Tenggara, East Nusa Tenggara, Central Kalimantan, 

South Kalimantan, North Kalimantan, North Sulawesi, Central Sulawesi, South Sulawesi, Southeast 

Sulawesi, Gorontalo, West Sulawesi, North Maluku, West Papua, and Papua. Cluster 2 is marked in dark 

blue, namely the Province of West Sumatra. Cluster 3, marked in orange, consists of the provinces of 

Bengkulu, West Kalimantan, and East Kalimantan. Cluster 4 is marked in purple, namely, the Province of 

West Java, and Cluster 5 is marked in light blue, the Province of Maluku.   

 

4. CONCLUSIONS 

Based on the results of rainfall cluster analysis research in Indonesia from 2018 to 2022, the grouping 

of each distance measurement method and hierarchical and non-hierarchical cluster analysis methods was 

formed into 5 clusters, with the category for cluster 1 being provinces that are very vulnerable to natural 

disasters due to rainfall. Cluster 2 is a province that has a reasonably vulnerable condition, Cluster 3 is a 

province that has a relatively vulnerable condition, Cluster 4 is a province that has a reasonably safe condition, 
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and Cluster 5 is a province that has a safe condition. This study's findings can assist Indonesian parties prevent 

and mitigate monsoon catastrophes. Future research can improve the clustering process by including machine 

learning and additional criteria to achieve more accurate findings. Based on the results of cluster analysis 

using hierarchical methods and non-hierarchical methods, the most optimal cluster results were obtained 

using the dynamic time warping (DTW) distance measurement method with the average linkage method with 

a silhouette coefficient value of 0.813, which is included in the strong category. 
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