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 ABSTRACT  

Article History: 
Cardiovascular disease stands as one of the primary contributors to global mortality, with 

the World Health Organization (WHO) reporting approximately 17.9 million deaths 

annually. Swift and accurate diagnosis of heart attacks is crucial to ensure timely and 

specialized intervention for patients afflicted by this ailment. A machine learning algorithm 

that can be employed for addressing such issues is the Random Forest algorithm. However, 

the efficacy of the model is significantly influenced by the features selected during the 

training phase. To mitigate this, the Binary Bat Algorithm (BBA) with greedy crossover has 

been utilized to enhance feature selection within the model. This approach is particularly 

adept at preventing convergence issues often associated with local minima. The optimal 

parameters for BBA with greedy crossover are determined to be 𝛼 = 0.9, 𝛾 = 0.2, 𝑛 = 25, 

and 𝑡𝑚𝑎𝑥 = 40. With these parameters, the proposed algorithm identifies the most relevant 

features, including age, gender, cp, chol, thalach, oldpeak, slope, and ca, achieving an 

accuracy of 94.19% on the training data and 91.8% on the test data. Furthermore, the 

precision and recall values for both classes range from 0.87 to 0.96, contributing to an 

approximate 𝑓1-score of 0.92. The proposed method has increased its 𝑓1-score by 0.05 if 

compared with the regular Random Forest model. These results underscore the 

effectiveness of the proposed algorithm in providing accurate and reliable predictions for 

heart disease diagnosis. As such, this model makes diagnosing heart attack more convenient 

and effective because it does not require too much medical features or patient data. 

Hopefully, the results of this research help medical practitioners make better and timely 

decisions in the diagnosis and treatment of heart attacks, as well as assist in planning more 

effective public health programs for heart attack prevention. 
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1. INTRODUCTION 

The heart is a remarkable organ that plays a vital role in sustaining human life. Its significance lies in 

its complex and orchestrated functions, which are indispensable for the body's overall well-being. A poorly 

functioning heart can seriously affect other organs, such as the brain and kidneys [1]. Heart attacks, also 

known as myocardial infarctions, pose a significant threat to global health and are a leading cause of death 

worldwide. The severity of a heart attack lies in its potential to cause irreversible damage to the heart muscle, 

often with life-threatening consequences. The World Health Organization's findings indicate that 

approximately 17.9 million individuals succumb to heart attacks annually [2]. This data underscores the 

importance of diagnosing heart attacks to prevent severe consequences and save lives. The disease diagnosis 

process involves utilizing patient data as a source of medical information, requiring credible and relevant 

features [3]. Patient data plays a crucial role in the decision-making process for medical experts, making it a 

valuable resource for diagnosing illnesses [4]. Diagnosing processes based on patient data can be challenging 

and time-consuming. Machine learning algorithms can automate the diagnosis process and assist medical 

professionals. Support Vector Machines (SVM) [5], K-Nearest Neighbors (KNN) [6], Naive Bayes [7], and 

Random Forest [8] are machine learning algorithms that can help to predict heart diagnosis.  

Random Forest has proven successful in diverse applications, including surface water detection [9], 

human gait recognition [10], supplier selection criteria classification [11], glaucoma detection [12], and many 

others. Past studies have shown that Random Forest exhibits superior generalization performance, faster 

learning speed, and a more straightforward implementation process without requiring extensive and time-

consuming parameter tuning for diagnosing purposes [13]. Random Forest also offers effectively handles 

high-dimensional medical data [14], supports multi-class tasks [15], and suits parallel processing [16]. It also 

exhibits robustness in learning, even when dealing with significant data errors, while other algorithms are 

greatly affected by inaccuracies in the data [17]. Random Forest also demonstrates comparable predictive 

accuracy and computational efficiency [18], making it an excellent choice for real-world prediction tasks 

[19]. 

The performance of the Random Forest model heavily relies on the features selected as training data 

[20]. However, patient data typically presents a challenge with irrelevant or redundant features. Irrelevant 

features in the dataset can lead to various issues, requiring a feature selection process [21]. Feature selection 

is crucial to prevent the model from overfitting, reduce computational time, improve model accuracy, and it 

is very beneficial for high-dimensional data [22]. Therefore, features of the dataset must be carefully selected 

before model training to achieve better results [23]. 

Selecting the right features is a complex problem; it involves navigating through a multitude of factors 

that can influence the performance of a machine learning model [24]. Trying all feature combinations is time-

consuming [25]. The bat algorithm has proven to outperform other optimization methods in feature selection. 

This algorithm is inspired by bat echolocation behavior [26]. The bat algorithm employs intelligent and 

efficient search strategies in exploring the search space [27]. The bat algorithm’s dynamic frequency balances 

exploration and exploitation [28]. However, bats attract others quickly in high-dimensional data, leading to a 

sharp decrease in population diversity [29]. This problem causes premature convergence due to reduced 

diversity with increasing iterations [30]. This problem also led to various developments and modifications of 

the bat algorithm [31]. 

Modification techniques are needed for the bat algorithm to address rapid convergence. The greedy 

crossover technique can overcome this problem and prevent the algorithm from converging to local optima 

[32]. The concept of genetic recombination in biological reproduction inspired this technique. The greedy 

crossover will generate new offspring from the two best parents [33]. This technique offers more significant 

potential to explore and find more optimal solutions. The crossover process, relying solely on the two best 

parents, enhances computational time efficiency and is expected to yield more optimal offspring. Fast 

computational time is necessary to allow iterative training processes for machine learning models in the 

presence of new medical data additions. Fast computational time is crucial for swift patient diagnoses. It 

catalyzes for a paradigm shift in healthcare delivery, where timely and precise diagnostics become the 

cornerstone of effective medical intervention, ultimately enhancing the quality of care and saving lives. Given 

the significant increase in data over time, the model is trained iteratively. Therefore, to implement the 

proposed algorithm, finding the optimal parameters is essential for achieving the best features and minimizing 

computation time. In searching for the best parameters, analyzing the impact of modifications in bat 

population, maximum iterations, and other parameters on the model's performance and computation time is 
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essential. This background encourages research into incorporating greedy crossover techniques into the bat 

algorithm to improve its performance in finding the best parameters with fast computing time and maximum 

accuracy. As such, this study proposes a random forest with a bat algorithm and greedy crossover technique 

to optimize heart attack diagnosis. 

 

2. RESEARCH METHODS 

The research process involves several steps, as depicted in Figure 1. Initial steps include importing the 

dataset into Google Colaboratory, pre-processing it, and splitting it into training and testing data. Move to the 

next stage, parameter initialization for the bat algorithm is performed. As the results will vary in each 

experiment, conducting repeated experiments is essential [34]. Therefore, the program is executed 25 times 

to observe the consistency and variation in computing time during training and accuracy during evaluation. 

The bat algorithm is executed in each running process to select features and obtain the best random forest 

model. The performance of the random forest model is then assessed using the test data, and results for 

accuracy and computation time are recorded. The average and distribution of accuracy and computation time 

are calculated upon completing the iterations. This data will be used to identify optimal parameters and 

models for diagnosing heart attacks. 

 

 

Figure 1. The Research Steps 

 

2.1 Input and Pre-processing Data 

The data for this research study was acquired from the Kaggle platform and consists of patient medical 

data. It comprises 1025 rows and 13 features that provide insights into various aspects of the patient's health. 

These features include age, gender, type of chest pain experienced (cp), resting blood pressure (trestbps), 

cholesterol level (chol), fasting blood sugar (fbs), resting electrocardiographic results (restecg), maximum 

heart rate achieved (thalach), presence of exercise-induced angina (exang), ST depression induced by exercise 

relative to rest (oldpeak), slope of the peak exercise ST segment (slope), number of major vessels (ca), and a 

parameter called 'thal' as shown in Table 1. The dataset also includes a target variable indicating heart disease. 

It has two classes: zero, indicating that patients are not at risk of a heart attack, and one, indicating a risk of 

experiencing a heart attack. 
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Table 1. Sample of the Dataset  

No Age Sex Cp Trestbps Chol Fbs Restecg Thalach Exang Oldpeak Slope Ca Thal Target 

1 52 1 0 125 121 0 1 168 0 1 2 2 3 0 

2 53 1 0 140 203 1 0 155 1 3.1 0 0 3 0 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

1025 54 1 0 120 188 0 1 113 0 1.4 1 1 3 1 

Data source: Kaggle 

In this research, the preprocessing stage aims to ensure the dataset's quality before further analysis. 

After checking for missing values, it was found that the dataset used is clean, with no missing values requiring 

imputation. However, upon closer inspection, 723 duplicate entries were identified. Removing these 

duplicates was necessary to maintain the analysis's integrity and avoid potential bias. The next step involves 

splitting the data into training and test sets. The training data comprises 80%, while the test data is 20%. This 

proportion is chosen to balance training the model with a dataset that includes diverse patterns and 

characteristics while providing sufficient testing to measure the model's performance objectively. 

 

2.2 Initialize Bat Algorithm’s Parameter 

The next step involves initializing parameters. To ensure unbiased identification of optimal parameters, 

the program goes through a looping process that runs multiple times to compare the algorithm's performance. 

Parameters like bat population, loudness decrease rate (𝛼), and pulse rate increase speed (𝛾) must be 

initialized with various values. This iterative approach ensures a thorough exploration of the parameter space, 

leading to a more robust evaluation of the algorithm's effectiveness. The best parameters 𝛼 and 𝛾 actually 

depend on its objective function, but most objective functions with parameters 𝛼 = 0.9 and 𝛾 = 0.1 have 

best performance [35]. It encourages this research to use alpha value (𝛼) between range 𝛼 ∈ [0.7, 0.9], 
because low alpha value would hinder the bat algorithm's effectiveness in exploring the search space. At the 

same time, the gamma value (γ) under consideration spans from 0.1 to 0.3, aiming to strike a balance between 

exploration and exploitation in the search for optimal solutions. 
 

2.3 Binary Bat Algorithm (BBA) 

The algorithm employed for feature selection in this research is the Binary Bat Algorithm (BBA), as 

introduced by Mirjalili et al. [36]. BBA is chosen for its ability to operate in a binary space {𝑏1, 𝑏2, 𝑏3, … , 𝑏𝑚}, 

where this binary space can effectively represent the feature set in the dataset. Given the research goal of 

selecting or not selecting a particular feature, each entry in this space holds a value of 𝑏𝑗 = 0 or 𝑏𝑗 = 1 where 

𝑗 ∈ {1, 2, 3, … , 𝑚}, and 𝑚 is the number of features. Here, the value 𝑏𝑗 = 0 denotes an unselected feature, 

while 𝑏𝑗 = 1 signifies a selected feature. In this context, the bat's position is denoted by a binary vector, and 

the constraints on the new bat position are made binary using Equation (1), while the update of the 𝑖-th bat's 

position is determined by Equation (2), where 𝜎 is a random number in range 𝜎 ∈ [0, 1]. 
  

                                                            𝑆(𝑥𝑖
𝑗
) = [1 + exp(−𝑥𝑖

𝑗
)]

−1
                                                     (1)         

  

                                                                     𝑥𝑖
𝑗

= {
1, if 𝑆(𝑥𝑖

𝑗
) > 𝜎

0, other             
                                                     (2)            

   

In this research, each bat will perform exploration and exploitation in each iteration. The exploration 

process aims to find the best solution in the search space and avoid getting stuck in a local optimum. The 

update of frequency (𝑓𝑖), movement speed (𝒗𝑖
𝑡), and the position (𝒙𝑖

𝑡) of the 𝑖-th bat during iteration 𝑡 in the 

exploration process is represented by Equation (3), 
 

              𝑓𝑖 = 𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛)𝛽,      𝒗𝑖
𝑡 = 𝒗𝑖

𝑡−1 + (𝒙𝑖
𝑡 − 𝒙𝑏𝑒𝑠𝑡

𝑡 )𝑓𝑖,      𝒙𝑖
𝑡 = 𝒙𝑖

𝑡−1 + 𝒗𝑖
𝑡           (3) 
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where 𝛽 ∈ [0, 1] represents a random number, and 𝒙𝑏𝑒𝑠𝑡
𝑡  denotes the position of the bat with the best accuracy 

among all bats at iteration 𝑡. This research employs 𝑓𝑚𝑖𝑛 = 0 and 𝑓𝑚𝑎𝑥 = 1 since the solution search domain 

is in binary space. 
  

During the exploitation process, bats move towards the neighborhood of their previous positions and 

formulated mathematically by Equation (4), where 𝜀 ∈ [−1, 1] is a random number, and 𝐴𝑡 is the average 

loudness of each bat at iteration 𝑡. 
 

                                                               𝑥𝑛𝑒𝑤
𝑗

= 𝑥𝑜𝑙𝑑
𝑗

+ 𝜀𝐴𝑡                                                                    (4)            

                                                        𝐴𝑖
𝑡+1 = 𝛼𝐴𝑖

𝑡,    𝑟𝑖
𝑡+1 = 𝑟𝑚𝑎𝑥𝑖

[1 − exp(−𝛾𝑡)]                                   (5)  
  

The initial loudness of each bat in this research is randomly set within the range 𝐴𝑖
0 ∈ [1, 2], while the 

maximum pulse rate (𝑟𝑚𝑎𝑥) for 𝑖-th bat also initialized randomly within the range 𝑟𝑚𝑎𝑥𝑖
∈ [0, 1]. The 

loudness (𝐴𝑖) and pulse rate (𝑟𝑖) for each 𝑖-th bat will be updated as the iterations progress using Equation 

(5), where loudness' depreciation factor (𝛼) and pulse rates' increasing speed (𝛾) are constants with 0 < 𝛼 <
1 and 𝛾 > 0. As the iteration (𝑡) approaches infinity, the conditions 𝐴𝑖

𝑡 → 0 and 𝑟𝑖
𝑡 → 𝑟𝑚𝑎𝑥𝑖

, as indicated in 

Figure 2. In Figure 2, the blue, yellow and green lines which represented the 𝐴𝑡 value decreases from 2 to 0 

while the red, purple and magenta lines which represented the 𝑟𝑡 value increases from 0 to 1. It can be inferred 

that as the 𝛼 value increases, the time taken for the value to converge to 0 extends, and conversely, a smaller 

𝛼 leads to faster convergence. Similarly, a larger 𝛾 results in quicker convergence to 1, while a smaller 𝛾 

leads to a slower convergence. To enhance the exploration process of bats, the 𝛼 parameter should be 

minimized to ensure a gradual convergence of the 𝐴𝑡 value to zero. Conversely, for the 𝑟𝑡 value to converge 

slowly to one, the 𝛾 parameter should be maximized, obtaining the highest possible value.  

 

 
Figure 2. Graph of loudness and pulse rate 

 

2.4 Greedy Crossover Technique in BBA 

Crossover operators play a significant role in maintaining a balance between exploitation and 

exploration for feature selection [37]. This technique involves combining two sets of features as parents to 

create two new sets or offspring. The offspring inherit elements from both parents [38]. Greedy crossover is 

a specific method that focuses on selecting the two best parents at each iteration, aiming for the global 

optimum. In this research, the double-point crossover method is employed. In the double-point crossover, 

two random locations along the chromosome are chosen, and the genetic material between these points is 

exchanged between the parents [39]. For example, as depicted in Figure 3, the first and second parent are 

separated into three sections by two lines, and the green segments will undergo the crossover. To produce the 

first offspring, the green segments of the first parent are replaced by the green segment of the second parent, 

and the second offspring is obtained with the same process as the first offspring. This process introduces 

diversity by combining segments from both parents. The variability within this diversity will be leveraged to 

enhance the algorithm's optimization process. 
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Figure 3. Double Point Crossover 
 

Upon applying greedy crossover in the BBA, the position of the bat that produces the best fitness value 

(Gbest) is stored in a data frame called the ‘Gbest dataframe’. All rows in this data frame are then sorted in 

descending order based on the test accuracy generated by the bat's position. In this research, Gbest dataframe 

will only store unique bat position data to avoid crossover between identical parents. Thus, the deletion of 

duplicate Gbest data is necessary. If Gbest dataframe already has more than two unique bats, the greedy 

crossover process can be carried out. This process involves the two best and distinct bats. Next, the ‘and’ 

operator and ‘bitwise’ operator are performed to generate ‘Crucial features’ and ‘Semicrucial features’ 

between the two best bats to maintain truly important features and not reconsider truly unimportant features. 

Subsequently, greedy crossover is applied to Crucial features and Semicrucial features to generate new 

offspring. The new offspring will be evaluated, and the position of the worst bat will be replaced by the 

offspring and stored in the Gbest dataframe. 

Algorithm 1. Greedy Crossover Technique in BBA 

 1: Add the best bat on the Gbest_dataframe 

 2: Sort Gbest_dataframe based on test acc. (descending) 

 3: Remove duplicates row on the Gbest_dataframe 

 4: if   |Gbest_dataframe| > 2, then 

 5:      Set First_Parent (Fp) as the first element of the Gbest 

 6:      Set Second_Parent (Sp) as the second element of the Gbest 

 7:      Compute Crucial_Feature with and operator between (Fp) and (Sp) 

 8:      Compute Semicrucial_Feature with bitwise operator between (Fp) and (Sp) 

 9:      Apply crossover on Crucial_Feature and Semicrucial_Feature to generate the Offspring 

 10:      Replace the worst bat with the Offspring 

11:      Train and evaluate the model with the Offspring to get its train and test acc. 

12:      Add the Offspring on the Gbest_dataframe 

13: end if 
  

2.5 BBA with Greedy Crossover 

his research introduces an innovative algorithm named the Binary Bat Algorithm (BBA) with greedy 

crossover. The main goal of developing this algorithm is to improve the efficiency and diversity of the feature 

selection solution search process. The algorithm iteratively applies the greedy crossover technique to achieve 

this goal. The pseudocode for the proposed algorithm is presented below: 

 

Algorithm 2. BBA with Greedy Crossover 

 1: Initialize Population_Size (n), Alpha (𝜶), Gamma (𝜸), and Max_Iteration (𝒕𝒎𝒂𝒙) 

 2: Set Min_Freq = 0 and Max_Freq = 1 

 3: for i in range (n) do 

 4:      𝑨𝒊
𝟎      = Random[1, 2] 

 5:      𝒓𝒎𝒂𝒙𝒊
= Random [0, 1] 

 6:      for j in range(m) do 

 7:            𝒙𝒊
𝒋

 = Random{𝟎, 𝟏} 

 8:     end for 

 9:      if  𝒙𝒊 = 𝟎, then 
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10:            Modify some entry on 𝒙𝒊
𝒋
 from zero to one to ensure 𝒙𝒊

𝒋
≠ 𝟎 for all j 

11:      end if 

12: end for 

13: Set Global_Fitness = 0 

14: Set 𝒇𝒊𝒕𝒊 = 0 for all i 

15: Create an empty Gbest_dataframe with feature, train acc., and test acc. as columns 

16: for t in range(𝒕𝒎𝒂𝒙) do 

17:      for i in range(n) do 

18:             Train model with feature on 𝒙𝒊
𝒋
 and store its test acc. in new_fit 

19:             if  Random[0, 1] < 𝑨𝒊 and new_fit > 𝒇𝒊𝒕𝒊, then 

20:                   𝒇𝒊𝒕𝒊 = new_fit 

21:                   𝑨𝒊
𝒕    = 𝜶𝑨𝒊

𝒕−𝟏 

22:                   𝒓𝒊
𝒕    = 𝒓𝒎𝒂𝒙𝒊

[𝟏 − 𝐞𝐱𝐩(−𝜸𝒕)] 

23:             end if 

24:      end for 

25:      max_fit = 𝐦𝐚𝐱(𝒇𝒊𝒕) 

26:      if  max_fit > Global_Fitness, then 

27:            Global_Fitness = max_fit 

28:            Determine best bat position from Global_Fitness 

29:      end if 

30:      Perform Greedy Crossover Technique in BBA 

31:       for i in range(n) do 

32:             if  Random[0, 1] > 𝒓𝒊
𝒕, then 

33:                    for j in range(m) do 

34:                          𝒙𝒏𝒆𝒘
𝒋

= 𝒙𝒐𝒍𝒅
𝒋

+ 𝜺𝑨𝒕 

35:                          if  𝝈 < 𝑺(𝒙𝒊
𝒋
), then 

36:                                 𝒙𝒊
𝒋

= 𝟏  

37:                          else 

38:                                 𝒙𝒊
𝒋

= 𝟎 

39:                          end if 
40:                    end for 
41:             end if 

42:             if  Random[0, 1] < 𝑨𝒊
𝒕 and 𝒇𝒊𝒕𝒊 < Global_Fitness, then 

43:                    for j in range(m) do 

44:                           𝒇𝒊 = 𝒇𝒎𝒊𝒏  + (𝒇𝒎𝒂𝒙 − 𝒇𝒎𝒊𝒏)𝜷 

45:                          𝒗𝒊
𝒋

= 𝒗𝒊
𝒋−𝟏

+ (𝒙𝒊
𝒋

− 𝒙𝒃𝒆𝒔𝒕
𝒋

)𝒇𝒊 

46:                         𝒙𝒊
𝒋

= 𝒙𝒊
𝒋−𝟏

+ 𝒗𝒊
𝒋
 

47:                          if  𝝈 < 𝑺(𝒙𝒊
𝒋
), then 

48:                                 𝒙𝒊
𝒋

= 𝟏  

49:                          else 

50:                                 𝒙𝒊
𝒋

= 𝟎 

51:                          end if 

52:                    end for 

53:             end if 

54:       end for 

55: end for 
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 RESULTS AND DISCUSSION 

3.1 Influence of Parameters on Computational Time 

The BBA with greedy crossover was evaluated using a Random Forest model. This research employs 

a Random Forest model with a maximum tree depth of five to prevent overfitting. Other parameters use the 

default settings provided by the sci-kit-learn library, including 100 trees, a minimum sample leaf size of one, 

an auto selection for maximum features, and the Gini impurity criterion. The BBA with greedy crossover, 

was evaluated with variations in the 𝜶 (loudness' depreciation factor) and 𝜸 (pulse rates' increasing speed) 

parameters. The results suggest that the distribution of computation time is not notably affected by the values 

assigned to 𝜶 and 𝜸. Upon experimentation, it is observed that the computation time exhibits variations, as 

depicted in Figure 4. The distribution of computation time does not consistently adhere to a normal 

distribution. Notably, there are instances where computation time behaves as an outlier, as illustrated in 

Figure 4 (c). Additionally, skewed distributions with two peaks are observed, as exemplified in Figure 4 (b). 
  

 
                                     (a)                                                      (b)                                                     (c)        

Figure 4. Distribution of computational time with different values 𝜶 and 𝜸 specifically; 

(a) 𝜶 = 𝟎. 𝟖 and 𝜸 = 𝟎. 𝟏, (b) 𝜶 = 𝟎. 𝟖 and 𝜸 = 𝟎. 𝟑, (c) 𝜶 = 𝟎. 𝟕 and 𝜸 = 𝟎. 𝟏 

In the proposed algorithm, the computation time is notably affected by two key parameters: the 

maximum number of iterations (denoted as 𝑡𝑚𝑎𝑥) and the bat population size (denoted as 𝑛). The larger the 

values assigned to these parameters, the longer the algorithm takes to compute its results. This relationship is 

visually represented in Figure 5. The correlation between computation time and the maximum number of 

iterations, with a constant bat population (𝑛20), follows a regression line expressed by Equation (4). 

  

                              𝐶(𝑡𝑚𝑎𝑥, 20) = 𝑎1𝑡𝑚𝑎𝑥 + 𝑏1 = 4.477𝑡𝑚𝑎𝑥 + 5.630                            (4)             
 

Similarly, the relationship between computation time and the bat population, with a constant maximum 

number of iterations (𝑡𝑚𝑎𝑥 = 20) can be described by a regression line given in Equation (5). 
 

                                    𝐶(20, 𝑛) = 𝑎2𝑛 + 𝑏2 = 4.008𝑛 + 9.080                                       (5)             
 

Analyzing these equations, it is evident that the maximum number of iterations (𝑡𝑚𝑎𝑥) has a more 

significant impact on computation time compared to the bat population size (𝑛). This conclusion is drawn 

from the coefficients 𝑎1 and 𝑎2, where |𝑎1| > |𝑎2|, indicating a greater influence of the maximum number 

of iterations on the computational time. 
 

 
Figure 5. Plot of computational time based on maximum iteration and bat population 
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Table 2. Performance of the Proposed Algorithm with Various Parameter 𝜶 and 𝜸  

  

Max 

Iteration 
Alpha Gamma   Bat Pop. 

Avg. Accuracy Std. Accuracy Average 

Comp. Time 

Std. 

Comp. Time Train Test Train Test 

25 0.9 0.1 25 0.9095 0.9205 0.0141 0.0072 139.1388s 2.4324s 

25 0.9 0.2 25 0.9085 0.9213 0.0159 0.0095 139.9221s 3.7042s 

25 0.9 0.3 25 0.9059 0.9205 0.0125 0.0086 124.9108s 1.3360s 

25 0.8 0.1 25 0.9076 0.9206 0.0183 0.0091 125.5980s 1.8942s 

25 0.8 0.2 25 0.9046 0.9205 0.0253 0.0098 130.7010s 3.2170s 

25 0.8 0.3 25 0.9037 0.9206 0.0198 0.0082 129.8627s 0.9243s 

25 0.7 0.1 25 0.9051 0.9205 0.0209 0.0086 130.7874s 1.7485s 

25 0.7 0.2 25 0.9114 0.9187 0.0130 0.0100 130.0732s 1.5676s 

25 0.7 0.3 25 0.9084 0.9205 0.0134 0.0086 135.4855s 1.6164s 

   

3.2 Best Parameter of the Proposed Algorithm 

In this section, the performance of the proposed algorithm using various 𝛼 and 𝛾 parameters to identify 

the optimal parameters for diagnosing heart attacks will be examined. The selection of optimal parameters is 

based on achieving a fast average computing time and high accuracy with minimal standard deviation. The 

selection of minimal standard deviation aims to reduce uncertainty in computing time. Test results, conducted 

with a fixed population size of 25 and a maximum iteration, revealed a commendable average accuracy on 

test data, approximately 92%, with a standard deviation ranging around 0.0085%. Concurrently, the 

computing time averaged around 130 seconds, accompanied by a standard deviation that exhibited variability 

ranging from 0.9 to 3.7 seconds, as detailed in Table 2. 

In Table 2, the results indicate that the optimal parameters are 𝛼 = 0.9 and 𝛾 = 0.2 as they yield the 

highest average accuracy on the test data, specifically 92.13%. However, it's noteworthy that this parameter 

combination resulted in the longest computation time compared to other parameter sets during program 

testing. In the context of heart attack diagnosis, where accuracy is prioritized over computational time due to 

the critical nature of the task, the decision was made to prioritize higher accuracy even if it meant a longer 

runtime. The marginal difference in computing time, ranging from 5 to 10 seconds, was deemed acceptable 

given the higher stakes involved in accurate heart attack diagnosis. 

Testing the program with parameters 𝛼 = 0.9 and 𝛾 = 0.2 revealed that the bat population significantly 

influenced the accuracy. In Figure 6a, it is evident that a low bat population leads to a higher likelihood of 

the model achieving low test accuracy. Conversely, an increased bat population enhances the chances of 

achieving higher accuracy. However, it is crucial to note that a higher bat population does not guarantee 

higher accuracy. Based on Figure 6a, a bat population of 25 is identified as the optimal parameter, striking a 

balance between not being too low and offering the highest achievable accuracy. 

During program execution with parameters 𝛼 = 0.9, 𝛾 = 0.2, and a population size of 25 bats, the test 

accuracy graph exhibited a monotonically increasing trend as iterations progressed. The peak accuracy of 

93.44% was attained at the 32nd iteration, as depicted in Figure 6b.  Based on these findings, it can be 

deduced that the optimal range for the maximum iteration parameter lies between 40 and 50. It was found 

that excessively small values for the maximum iteration parameter hinder bats from having ample 

opportunities to execute greedy crossovers. Consequently, this limitation may result in bats becoming trapped 

in local optima. 

 
(a) 
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(b) 

 

Figure 6. Plot of accuracy on test set based on parameter (a) bat population, (b) maximum iteration 

 

3.3 Feature Selection 

During program execution, several combinations of feature subsets have the potential to produce high 

accuracy. One essential feature subset, consisting of age, gender, cp, chol, thalach, oldpeak, slope, and ca, 

shows the high accuracy of 92.12% on train data and 93.44% on test data. This particular subset of features 

is identified by carefully examining the output, which shows high accuracy through the BBA with a greedy 

crossover algorithm. The inherent randomness in the construction of random forest structures plays an 

important role in achieving high accuracy. This randomness arises from the bootstrap sampling process used 

during model training, which aims to reduce overfitting [40]. This inherent uncertainty stemming from 

randomness can be addressed by iteratively building a Random Forest model and stopping the process when 

accuracy exceeds a predetermined threshold. 

3.4 Model Evaluation 

In this research, several metrics used to characterize the performance of the resulting Random Forest 

model. The program was executed ten times to get its average of evaluation metrics, which are accuracy, 

precision, recall, 𝒇𝟏-score, and confusion matrix as shown in Figure 7. Random Forest model worked very 

well on the test data because it had true negatives of 44.26% and true positives of 47.54%, which was quite 

high when evaluated. The model only predicted incorrectly on only 5 data which was only 8.2% of the total 

test data as seen in Figure 7 (a). The Random Forest model also does not overfitting because the difference 

in accuracy between train and test data is insignificant in size, reaching only 2.39%. This indicates that the 

model is able to work well with test data that has never been seen before. 

 

   

                                       (a)                                                                                          (b)  

Figure 7. Confusion matrix of the Random Forest on (a) test set, (b) train set 

During the precision, recall, and 𝑓1-score evaluations, the Random Forest model demonstrated 

excellent performance, achieving precision and recall values exceeding 0.87 to 0.96 on both classes. 

Additionally, it yielded remarkably high 𝑓1-scores, specifically 0.91 for class 1 and 0.92 for class 0, as shown 
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in Table 3. These results suggest that the Random Forest model is proficient in accurately predicting instances 

belonging to both classes. 

Table 3. Performance of the Proposed Algorithm on Precision, Recall, and 𝑭𝟏-score  

Label Meaning Precision Recall 𝑭𝟏-score 

0 Patients are not at risk of having a heart attack 0.96 0.96 0.91 

1 Patients are at risk of having a heart attack 0.87 0.87 0.92 

Macro average 0.92 0.92 0.92 

Weighted average 0.92 0.92 0.92 

 

3.5 Comparative analysis of Random Forest with and without BBA with Greedy Crossover 

During the precision, recall, and 𝑓1-score evaluations, the Random Forest model with BBA and greedy 

crossover performed better than the Random Forest without the optimization. The results in Table 4 show 

improvement in precision, with a 0.05 difference in macro average recall, a 0.05 difference in macro average, 

and a -score, with a 0.05 difference in macro average. These results suggest that the proposed model performs 

better than the regular Random Forest model. 

 
Table 4. Performance of the Proposed Algorithm on Precision, Recall, and 𝑭𝟏-score  

 

Label Meaning 
RF with Optimization RF without Optimization 

Precision Recall 𝑭𝟏-score Precision Recall 𝑭𝟏-score 

0 Patients are not at risk of having heart attack              0.87        0.96     0.91 0.83 0.89 0.86 

1 Patients are at risk having heart attack              0.96        0.87     0.92 0.90 0.85 0.88 

Macro average              0.92        0.92     0.92 0.87 0.87 0.87 

Weighted average              0.92        0.92     0.92 0.87 0.87 0.87 
  

 

4. CONCLUSIONS 

In this research, a variant of the BBA by incorporating a greedy crossover technique was introduced. 

This modification aims to mitigate rapid convergence to local optima during each iteration. The 

computational time of the proposed algorithm displays a linear relationship with the bat population and 

maximum iteration parameters, forming linear regression equations 𝐶(𝑡𝑚𝑎𝑥, 20) = 4.477𝑡𝑚𝑎𝑥 + 5.630 

when the bat population is constant (𝑛20), and 𝐶(20, 𝑛) = 4.008𝑛 + 9.080 when the maximum iteration is 

constant (𝑡𝑚𝑎𝑥 = 20). Notably, larger bat populations and maximum iteration values lead to extended 

computational times required for feature selection within this algorithm. The proposed algorithm 

demonstrates a commendable average accuracy of 92.13% on the test set, accompanied by a standard 

deviation of 0.95%, under the parameter settings 𝛼 = 0.9 and 𝛾 = 0.2. 

It is important to note that the computational time is marginally higher under these specific parameter 

configurations. Furthermore, the bat population and maximum iteration parameters significantly influence 

the algorithm's performance. Higher bat populations and maximum iterations correlate with an increased 

likelihood of achieving higher accuracy. Optimal parameters for the proposed algorithm in the context of 

heart attack diagnosis are identified as 𝛼 = 0.9, 𝛾 = 0.2, 𝑛 = 25, and 𝑡𝑚𝑎𝑥 = 40. Nevertheless, this does not 

guarantee heightened accuracy due to the Random Forest model's bootstrap sampling process during training. 

The feature selection results with the proposed algorithm reveal that the subset comprising age, gender, 

cp, chol, thalach, oldpeak, slope, and ca yields the highest test accuracy. This particular feature subset 

empowers the Random Forest model to achieve accuracies of 94.19% on the training data and 91.8% on the 

test data. Evaluation metrics further indicate precision and recall values ranging from 0.87 to 0.96 in both 

classes, with an approximate 𝑓1-score of 0.92. The proposed method model accuracy has increased by around 

0.05 if compared with the regular Random Forest model.  
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This research significantly contributes to the medical field by assisting healthcare professionals in making 

better and timelier decisions regarding the diagnosis and treatment of heart attacks. It also plays a crucial role 

in planning more effective public health programs to prevent heart attacks. The findings of this research 

provide valuable insights that can enhance the quality of care for patients, improve treatment outcomes, and 

ultimately save lives. 
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