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 ABSTRACT   

Article History: 
Geographically Weighted Regression (GWR) is an analytical method for data that contains 
spatial heterogeneity effects. However, parameter estimation in the GWR model has a 

weakness, namely it is prone to outliers and can cause the parameter estimation to be biased. 

This can be overcome by the Robust Geographically Weighted Regression (RGWR) method 

which is more robust against the presence of outliers. This method is suitable for Gross 
Regional Domestic Product (GRDP) data in West Java Province, which contains outliers and 

also has spatial effects. The data used in this study are secondary data obtained from the 

Central Statistics Agency (BPS) of West Java Province. The purpose of this study is to compare 

the Robust Geographically Weighted Regression (RGWR) method with the Least Absolute 
Deviation (LAD) Estimation and M-estimation and also to find out the factors that affect the 

Gross Regional Domestic Product (GRDP) in West Java Province in 2021 based on the model 

resulting from. Selection of the best model is seen based on the value of the coefficient of 

determination (R2) and Mean Squared of Error (MSE). The research results show that the 
Robust Geographically Weighted Regression (RGWR) method with M-estimation is much 

more effective in estimating the distribution of GRDP in West Java Province in 2021, seen 

from the larger coefficient of determination and the smaller Mean Square Error (MSE). The 
variables that have a significant influence on GRDP in West Java Province in 2021 are the 

variables of foreign investment and local income. 
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1. INTRODUCTION 

National development aims to create a just, prosperous, competitive, advanced, and prosperous society. 

The central and regional governments have made various efforts to ensure the equitable development across 

various regions [1]. One important indicator to evaluate the success of regional development is economic 

growth. National development aims to create a just, prosperous, competitive, advanced and prosperous 

society [2] . Economic growth is a sustained change in the economic conditions of a country or region towards 

a better state over a specific period. An economy is considered to be developing when the level of economic 

activity in a particular country or region is higher than in the previous [3]. To measure the economic growth 

of a region during a specific period, one crucial indicator used is the Gross Regional Domestic Product 

(GRDP) [4]. GRDP is the total value added from goods and services produced by various production units in 

a region of a country during a specific period. The GRDP value can reflect the region's ability to manage and 

utilize available resources [5].  

The Central Statistics Agency (BPS) notes that the national economic structure spatially is still 

dominated by provinces on the Java Island, contributing 57.89% to Indonesia's total Gross Domestic Product 

(GDP). West Java is one of the provinces on Java Island that contributes the highest Gross Regional Domestic 

Product (GRDP) to the GDP of Indonesia in 2021. The economy of West Java, based on the Gross Regional 

Domestic Product (GRDP) at current prices, reached Rp. 2.21 quadrillion throughout 2021. Meanwhile, when 

measured using the GRDP at constant prices (2010), the economy of West Java grew by 3.74% in 2021 

compared to the previous year. This growth is significantly better than the contraction of 2.52% experienced 

in the previous year due to the Covid-19 pandemic [6]. However, when examining the contribution of Gross 

Regional Domestic Product (GRDP) in each regency/city, the distribution of GRDP in West Java is highly 

diverse, indicating unevenness.  

From the data obtained for each observation, there are some observations that have values significantly 

higher or lower than the others. Data with unique and significantly deviating characteristics, appearing in the 

form of extreme values and deviating from the formed pattern, are called outliers [7]. The presence of outliers 

can have a significant impact on the estimation process of parameter estimates [8]. Outliers can cause an 

increase in data variability, leading to the mean value being unable to reflect the true value (bias), and they 

can also result in errors in decision-making and conclusions [9]. Additionally, data diversity can be influenced 

by various factors, both demographic and geographic. High GDRP figures in one region can also impact the 

GDRP figures in neighboring areas, and the location or region factor is suspected to have a spatial influence 

on GDRP figures in the West Java Province [10].  

Geographically Weighted Regression (GWR) is an analytical method for data containing spatial 

heterogeneity effects. However, parameter estimation in GWR has a weakness as it is susceptible to outliers, 

which can lead to bias in parameter estimation [11]. Dreper and Smith stated that the removal of outliers is 

not a wise action, as sometimes outliers can provide information not conveyed by other data points [12]. 

Therefore, the Robust Geographically Weighted Regression (RGWR) method is needed, which is more robust 

or resistant to the presence of outliers [13].  

Robust Geographically Weighted Regression (RGWR) is a method that takes in to account outliers in 

the analyzed data. RGWR can be employed when the residual data is not normally distributed, and there are 

suspected outliers that may influence the model [14]. Therefore, this method is suitable for use with GDRP 

data for West Java Province, which contains outliers and exhibits spatial effects. RGWR has several 

estimations, including Least Trimmed Square (LTS), Least Median Square (LMS), Least Absolute Deviation 

(LAD), Method of Moment (MM-estimation), Maximum Likelihood Type (M-estimation), and Scale (S 

estimation [15].  

One study conducted by Aqilah Salsabila [2021] on the Robust Geographically Weighted Regression 

Model with the Least Absolute Deviation (LAD) method in the case of Poverty in South Sulawesi Province 

found that the RGWR model with the Least Absolute Deviation (LAD) method is the most suitable for 

spatially diverse data containing outliers [16]. Another study by Puspitasari et al. [2021] on the Robust 

Regression Model for the Human Development Index in East Java with M-estimation concluded that the 

robust regression with M-estimation can produce convergent estimates using Tukey bi-square weights, with 

an R2 value of 99.91%, and all independent variables significantly influence the Human Development Index 

in East [17]. 
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Based on the description above, the Robust Geographically Weighted Regression method using the 

Least Absolute Deviation (LAD) and M-estimation can be employed to handle outliers, providing estimates 

that are close to the true values. Therefore, in this study, the researcher aims to compare the Robust 

Geographically Weighted Regression models using the Least Absolute Deviation (LAD) and M-estimation 

on the distribution of Gross Regional Domestic Product in each location of the districts/cities in West Java 

Province in 2021. Least Absolute Deviation (LAD) can automatically deal with outliers without having to 

detect data that is oulier and without having to reweight the residuals. LAD is the simplest estimation 

approach in non-parametric regression and can improve the robustness of the kernel function [18]. M-

estimation is highly efficient and very good for estimating parameters affected by outliers on variable 𝑋. 

Parameter estimation using the M-estimation method is carried out through an iterative process to achieve 

convergent parameter estimate values [19]. This research was conducted to determine the factors that 

influence Gross Regional Domestic Product (GRDP) in West Java Province in 2021 based on the model 

produced, so that this research can be used as a basis for decision making by the West Java Government to 

determine effective policies or strategies to achieve national development goals. 

 

2. RESEARCH METHODS 

The data used in this study are secondary data obtained from the Central Statistics Agency (BPS) of 

West Java Province. There is a total of 26 data points used, representing the Gross Regional Domestic Product 

(GDRP) according to districts/cities in West Java Province for the year 2021. The response variable in this 

study is the Gross Regional Domestic Product (𝒀), while the predictor variables assumed to have an influence 

on GDRP include: Foreign Direct Investment (𝑿𝟏), Domestic Direct Investment (𝑿𝟐), Regional Original 

Income (𝑿𝟑), Unemployment Rate (𝑿𝟒), and Population (𝑿𝟓). 

2.1 Research Procedure 

The sequence of steps conducted in this study is as follows: 

1. Performing descriptive analysis on the Gross Regional Domestic Product (GDRP) data in West Java for 

the year 2021. 

2. Conducting classical assumption tests. 

i. Autocorrelation Test 

Autocorrelation test can be conducted using the Durbin-Watson test, where the hypothesis for the 

Durbin-Watson test is defined as follows: 

𝐻0: no autocorrelation 

𝐻1: autocorrelation is present 

The Durbin-Watson test statistic is defined in the following form [20]: 

 

𝑑 =
∑ ∑ (�̂�𝑡− �̂�𝑖𝑡−1)2𝑇

𝑡=2
𝑁
𝑖=1

∑ ∑ �̂�𝑖𝑡
2𝑇

𝑡=2
𝑁
𝑖=1

(1) 

with: 

d = Durbin-Watson  

�̂�𝑡 = Residual value for 𝑡 period 

�̂�𝑡−1 = Residual value for (𝑡 − 1) period 

ii. Heteroscedasticity Test 

Heteroscedasticity test can be performed using the Glejser test, where the absolute residual values of 

each response variable are regressed [21]. The hypotheses adopted for this test are as follows: 

𝐻0: No heteroscedasticity 

𝐻1: heteroscedasticity is present 

The assumption of heteroscedasticity is met if the 𝑝-value > 0.05, indicating that there is no 

heteroscedasticity in the model.  
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iii. Multicollinearity Test 

Multicollinearity refers to the presence of a linear relationship between predictor variables in a 

regression model. The multicollinearity test is conducted with the following hypotheses: 

𝐻0: no multicollinearity 

𝐻1: multicollinearity is present 

To detect multicollinearity, the Variance Inflation Factor (VIF) can be used. The VIF calculation can 

be performed using the following formula: 

𝑉𝐼𝐹𝑗 =
1

1 − 𝑅𝑗
2 ; with  𝑗 = 1,2, … , 𝑘 (2) 

where 𝑅2 is the coefficient of determination between the 𝑗-th independent variable and the remaining 

independent variables (𝑘 − 1). If the VIF value < 10, it can be concluded that there is no 

multicollinearity in the regression model [22]. 

iv. Normality Test 

Normality testing is conducted using the Kolmogorov-Smirnov test or the Shapiro-Wilk test, with 

the following hypotheses [22]: 

𝐻0: data follows a normal distribution 

𝐻1: data does not follow a normal distribution  

The decision for the test is to accept 𝐻0 if the 𝑝-value > 0.05, indicating that the data has a normal 

distribution. Conversely, 𝐻0 is rejected if the 𝑝-value < 0.05, indicating that the data is not normally 

distributed. 
 

3. Detecting outliers through visualization using scatterplots and calculations using DfFITS. DfFITS can 

be implemented with the following equation [23]: 

(DfFITS)𝑖 = 𝑡𝑖 (
ℎ𝑖𝑖

1 − ℎ𝑖𝑖
)

1
2

(3) 

Data is identified as an outlier if the value of |DfFITS| > 2√
𝑝

𝑛
, where 𝑝 is the number of parameters, and 

𝑛 is the number of observations. 
 

4. Conducting a test for spatial heterogeneity using the Breusch-Pagan method. 

Spatial heterogeneity testing aims to evaluate variability at each location observation point. In the context 

of spatial heterogeneity, there are significant differences in the variance of regression parameters [24]. 

The test statistic in Breusch-Pagan is given by [25]: 

𝐵𝑃 = (
1

2
) 𝑓𝑇𝒁(𝒁𝑇𝒁)−1𝒁𝑇𝑓 − 𝑋2

(𝑘) (4) 

Here, the vector 𝑓𝑓 elements are obtained as : 𝑓𝑖 =
𝑒𝑖

2

𝜎2 − 1 

With: 

𝑒𝑖   = 𝑦𝑖 − �̂�𝑖 

𝑓   = (𝑓1, 𝑓2, … , 𝑓𝑛)𝑇 

𝜎2  = The variance of the variable 𝑦 

𝑒𝑖
2 = the squared residuals for the 𝑖-th observation location  

𝑍   = matrix of size 𝑛 × (𝑝 + 1) containing standardized vectors (𝑧) for each observation. 

The decision-making is as follows: 𝐻0 is rejected if the value of 𝐵𝑃 > 𝑋2
(𝑘) or the 𝑝-value < 0,05 

indicating that there is a difference in variances across locations. 
 

5. Selecting the optimal bandwidth. 

The method of bandwidth selection is crucial for obtaining accurate kernel density estimates [26]. 

Mathematically, the Absolute Cross Validation (ACV) can be formulated as follows [18]. 

𝐴𝐶𝑉 (ℎ) = ∑|𝑦𝑖 − �̂�≠𝑖(ℎ)|

𝑛

𝑖=1

(5) 
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With: 

𝑛           = the number of observation 

𝑖            = 1,2, … , 𝑛 

𝑦𝑖           = the i-th observation data 

�̂�≠𝑖(ℎ)  = the estimated value of the i-th observation, obtained without involving the  

                 observation at the i-th location  
 

6. Performing the analysis of Robust Geographically Weighted Regression on the Gross Regional 

Domestic Product (GDRP) data in West Java Province for the year 2021.  

The equation of Robust Geographically Weighted Regression (RGWR) describes the relationship 

between the response and predictor variables at the local level in the context of spatial data. The general 

equation for RGWR can be written as follows: 

 

𝑦𝑖 = 𝛽0𝑖 + 𝛽1𝑖𝑥1𝑖 + 𝛽2𝑖𝑥2𝑖 + ⋯ +  𝛽𝑝𝑖𝑥𝑝𝑖 + 𝑒𝑖     (6) 

With:  

𝑦𝑖          = the response variable at location 𝑖  
𝛽0𝑖, 𝛽1𝑖, 𝛽2𝑖, … , 𝛽𝑝𝑖  = the local regression parameter (coefficient) at location 𝑖 

𝑥1𝑖 , 𝑥2𝑖 , … , 𝑥𝑝𝑖    = the predictor values at location 𝑖 

p           = the total number of predictor variables in the model 

𝑒𝑖          = the residual value at location 𝑖 
 

In the RGWR model, the local regression parameters (𝛽0𝑖, 𝛽1𝑖 , 𝛽2𝑖 , … , 𝛽𝑝𝑖) are estimated 

individually for each location using robust estimation techniques that are resistant to outliers, such as 

M-estimation or Least Absolute Deviation (LAD). These estimations allow the model to capture 

variations in the relationships between variables across different locations. 

 

i. Robust Geographically Weighted Regression with Least Absolute Deviation (LAD) Estimation. 

The Least Absolute Deviation (LAD) estimation method can be performed by minimizing the total 

absolute residual values. The estimation procedure for regression coefficient values with the LAD 

method is based on the following function [27]: 

Minimizing ∑ (𝜀𝑖
+ − 𝜀𝑖

−)𝑤𝑖(𝑢𝑖𝑣𝑖)𝑛
𝑖=1  

With the constraint function: 

 

𝛽0(𝑢𝑖𝑣𝑖) − ∑ 𝛽𝑘(𝑢𝑖𝑣𝑖)𝑋𝑖𝑘 + 𝜀𝑖
+ − 𝜀𝑖

−

𝐾

𝑘=1

= 𝑦𝑖  with 𝑖 = 1,2, … , 𝑛 (7) 

 

where 𝜀𝑖
+ and 𝜀𝑖

− represent positive and negative deviations for observation 𝑖. 
In LAD estimation, the Adaptive Gaussian Kernel weighting function is used and formulated as 

follows [28]: 

𝑤𝑗(𝑢𝑖, 𝑣𝑖) = 𝑒𝑥𝑝 (− (
𝑑𝑖𝑗

ℎ𝑖
)

2

) (8) 

 

ii. Robust Geographically Weighted Regression with M-estimation  

The Method of Moment (M-Estimation) aims to minimize the residual function 𝜌 (objective 

function) of its residuals. The objective function in M-Estimation can be defined as follows [29]: 

 

∑ 𝜌
𝑛

𝑖=1
(𝑢𝑖) = min ∑ 𝜌

𝑛

𝑖=1
(

𝑒𝑖

�̂�𝑀𝐴𝐷
) = min ∑ 𝜌

𝑛

𝑖=1
(

𝑦𝑖 ∑ 𝑥𝑖𝑗
′ 𝛽𝑗

𝑘
𝑗=0

�̂�𝑀𝐴𝐷
) (9) 

 

with the estimated distance often formed from a linear combination of residuals, namely: 

 

�̂�𝑀𝐴𝐷 =
𝑚𝑒𝑑𝑖𝑎𝑛 |𝑒𝑖 − 𝑚𝑒𝑑𝑖𝑎𝑛 (𝑒𝑖)|

0,6745
(10) 
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In M-estimation, the Ramsay weighting function is used and formulated as follows: 

 

𝑊(𝑒) = {
exp(−𝑐|𝑒|) , |𝑒| ≤ ∞

0, |𝑒| > ∞
(11) 

With a tuning constant (𝑐), which is a constant value associated with each Ramsay weight in the 

estimation process. The constant value (𝑐) can influence the efficiency of robust regression 

techniques, and in Ramsay estimation, the value of 𝑐 is set to 0.3 [30]. 

 

7. Testing the significance of model parameters using the F-test (Overall) and the T-test (Partial) 

i. F-test (Overall) 

The hypothesis for F-test can be formulated as follows: 

𝐻0: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑘 = 0  

𝐻1: at least 𝛽𝑗 ≠ 0 for 𝑗 = 0,1, … , 𝑘  

The decision is based on the value of F-statistic compared to the F-table. If the calculated F-value > 

critical F-value or if the 𝑝-value <  𝑎 =  0.05, then 𝐻0 is rejected, indicating that at least one 

regression coefficient is not equal to zero.  

 

ii. T-test (Partial) 

The hypotheses used in this test are as follows: 

𝐻0: 𝛽𝑗 = 0  

𝐻1: 𝛽𝑗 ≠ 0 for 𝑗 = 0,1, … , 𝑘  

The T-statistic is formulated as follows: 

𝑡𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 =
�̂�𝑗

𝑆𝐸(𝛽𝑗)
(12) 

where 𝑆𝐸(𝛽𝑗) is the standard error of 𝛽𝑗. 

The decision in the T-test is made by comparing the value |𝑡𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠| with the critical t-value  

𝑡
(1−

𝑎

2
,𝑛−𝑘−1)

 (where 𝑘 is the number of parameters). If |𝑡𝑠𝑡𝑎𝑡𝑖𝑠𝑖𝑐𝑠| > 𝑡
(1−

𝑎

2
,𝑛−𝑘−1)

 then reject 𝐻0, 

indicating that there is an influence of the independent variable on the model. 

 

8. Choosing the best estimation method is based on the values of the coefficient of determination (R2) and 

Mean Squared Error (MSE). 

i. Coefficient of determination (𝑅2) 

R-squared allows for comparisons between multiple regression models. In some cases, comparing 

models with the highest R-squared can help choose the model that best fits the data [31]. Where the 

R-squared value can be calculated using the following equation [32]:  

𝑅2 =
∑ (�̅�𝑖 − 𝑌)2𝑛

𝑖=1

∑ (𝑌𝑖 − �̅�)2𝑛
𝑖=1

(13) 

 

ii. Mean Squared Error (MSE) 

MSE provides an indication of how much error or deviation exists between the values predicted by 

a regression model and the actual values observed in the data. Models with lower MSE are considered 

better at estimating the true values. Here is the formula for calculating MSE (Mean Squared Error) 

[32]: 

𝑀𝑆𝐸 =
𝐽𝐾𝐺

𝑛 − 𝑘
(14) 

and: 

𝑆𝑆𝐸 = ∑(𝑌𝑖 − �̂�𝑖)
2

𝑛

𝑖=1

(15) 

With SSE being the total sum of squares of the differences between the observed values and the 

predicted values in the regression 

9. Model Interpretation 
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3. RESULTS AND DISCUSSION 

3.1 General Overview of West Java Province’s GRDP in 2021 

Classification of data distribution is divided into 5 categories, namely very high, high, medium, low, 

and very low. The higher of GRDP value in an area is indicated by a darker color gradation. 

 

 
 

Figure 1. Gross Regional Domestic Product in West Java Province in 2021 

Based Figure 1 illustrates the distribution of Gross Regional Domestic Product (GDRP) contributions 
by Regency/City in West Java Province in 2021. Regencies/Cities with very high GDRP contributions, such 
as Bekasi Regency and Bandung City, are highlighted in dark brown color, indicating GDRP contributions 
ranging from 295,810 to 354,035 billion rupiahs. This is followed by surrounding areas, including Karawang 
Regency, Bogor Regency, and Bandung Regency, with GDRP contributions ranging from 121,131 to 179,356 
billion rupiahs, marked in light brown color. Other Regencies/Cities highlighted in light orange color fall into 
the category of low GDRP contributions, ranging from 4,679 to 62,904 billion rupiahs. 

3.2 Classical Assumption Test 

1. Autocorrelation Test 

Table 1. Durbin-Watson Test Results 

dL 4-dL DW dU 4-dU Decision 

1.004 2.996 1.918 1.861 2.139 Accept 𝐻0  

 

Based on Table 1, the Durbin-Watson value is 1.918, which will be compared with the dL (1.004) 

and dU (1.861) values obtained from the Durbin-Watson table with 𝑛 = 27 and 𝑘 = 5. From Table 1, it 

is found that dU (1.861) < DW (1.918) < 4-dU (2.139) so it can be concluded that Ho is accepted, 

indicating no autocorrelation between residuals. 
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2. Heteroscedasticity Test 

Table 2. Heteroscedasticity Test Result 

Heteroscedasticity 
𝑷-value Decision 

0.300 > 0.05 Accept 𝐻0  

Based on Table 2, the 𝑝-value (0.300) > 0.05. Therefore, it can be concluded that 𝐻0 is accepted, 

indicating that there is no heteroscedasticity in the model. 

 

3. Multicollinearity Test 

Table 3. VIF Test Result 

Variable VIF 

𝑋1 

𝑋2 

𝑋3  
𝑋4 

𝑋5 

1.7832 

2.4083 

8.1935 

1.1239 

6.1567 

From Table 3, it is known that all predictor variables (𝑋1, 𝑋2, 𝑋3, 𝑋4, and 𝑋5) have VIF values <
10. It can be concluded that there is no multicollinearity in the model.  

 

4. Normality Test 

Table 4. Normality Test Result 

Shapiro-Wilk 
𝑷-value Decision 

0,02 < 0,05 Reject 𝐻0  

Based on Table 4, it is known that the 𝑝-value is 0.02, which is smaller than 𝛼 = 0.05. This means 

that 𝐻0 is rejected, indicating that the data is not normally distributed. 

3.3 Detecting Outlier 

Based on the normality test results, it is known that the data is not normally distributed, indicating a 

potential presence of outliers. At this stage, outlier detection will be carried out using scatterplots 

visualization. 

 

Figure 2. Scatter Plot of Residual Data 

Figure 2 shows that there are several data points that are isolated or far from the spread of other data. 

This indicates that these data points are outliers. However, the data plot does not provide specific information 
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about which data points are considered outliers. Therefore, another method is needed to detect the presence 

of outliers. 

In addition to the scatterplots, outlier detection can be performed using the DfFITS method. A data 

point is considered an outlier if the cut-off value |DfFITS| > 2√
𝑝

𝑛
= 2√

6

37
= 0.942 where p represents all 

parameters, including the intercept. 

Table 5. DfFITS 

No |DfFITS|  Decision 

1 

4 

15 

21 

23 

1.442 

1.628 

1.125 

5.861 

2.144 

> 0.942 Outlier Data 

  

Table 5 shows that there are several data points with |DfFITS| > 0.942, namely observations 1, 4, 15, 

21, and 23. This indicates that these observations are outliers in both variables 𝑋 and 𝑌.  

3.4 Spatial Heterogenity 

Table 6. Spatial Heterogenity Result 

Breusch-Pagan Df P-Value 

20.085 5 0.001 

 

Table 6 shows a 𝑝-value of 0.001, which is less than 𝛼 = 0.05. Therefore, it can be concluded that 𝐻0 

is rejected, indicating that there is a difference in variance for each location or the presence of spatial 

heterogeneity effects.  

3.5 Robust Geographically Weighted Regression 

1. Least Absolute Deviation (LAD) Estimation 

The summary results of the RGWR model parameter estimates with the Least Absolute Deviation 

estimation obtained using the R software are presented in the following Table 7: 

Table 7. Summary of RGWR Model Parameter with LAD Estimation 

Parameter Min Mean Median Max 

𝛽0 -0.0346 -0.0046 -0.0086 0.0702 

𝛽1 0.3542 0.3812 0.3833 0.3925 

𝛽2 0.0298 0.2092 0.2016 0.2598 

𝛽3 0.3478 0.4724 0.4524 1.0426 

𝛽4 0.0180 0.0272 0.0198 0.0373 

𝛽5 -0.4501 -0.0726 -0.0341 -0.0036 

Based on Table 7, it is known that the variables that have a positive impact on the response variable 

(GDRP) are foreign investment, domestic investment, local revenue, and the open unemployment rate. 

Meanwhile, the population variable has a negative impact on the response variable (GDRP). Below, we 

will display one of the models, namely the local model for Bekasi Regency: 

�̂�𝑖 = 0.0214 + 0.3705𝑋1𝑖 + 0.2016𝑋2𝑖 + 0.4523𝑋3𝑖 + 0.0180𝑋4𝑖 − 0.0036𝑋5𝑖  

2. M-estimation 

The summary results of the RGWR model parameter estimates with the M-estimation obtained 

using the R software are presented in the following Table 8: 
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Table 8. Summary of RGWR Model Parameter with M-estimation 

Parameter Min Mean Median Max 

𝛽0 -0.0082 -0.0039 -0.0041 0.0021 

𝛽1 0.3886 0.4581 0.4578 0.5244 

𝛽2 0.0262 0.0797 0.0797 0.1103 

𝛽3 0.5094 0.6148 0.6107 0.8443 

𝛽4 0.0575 0.0808 0.0814 0.0975 

𝛽5 -0.2527 -0.0809 -0.0789 0.0098 

 

Based on Table 8, it can be seen that the variables that have a positive impact on the response 

variable (GDRP) are almost the same as the LAD estimates, namely foreign investment, domestic 

investment, local revenue, and the open unemployment rate. Meanwhile, the population variable has a 

negative impact on the response variable (GDRP). Below, we will display one of the models, namely 

the model for Bekasi Regency:  

 

�̂�𝑖 = −0.0045 + 0.4708𝑋1𝑖 + 0.0652𝑋2𝑖 + 0.6001𝑋3𝑖 + 0.0864𝑋4𝑖 − 0.0590𝑋5𝑖 

 

3.6 Parameter Significance Test 

1. F-test 

The F test is used to determine whether the predictor variables together have an effect on the 

response variable. Table 9 below is a summary of the results of the significance test of the RGWR model 

parameters with LAD estimation and M-estimation: 

Table 9. F-test Result 

 

 

F-test 

|𝑭𝒔𝒕𝒂𝒕𝒊𝒔𝒕𝒊𝒄𝒔| p-value Decision 

LAD Estimation 0.8956 0.02 Reject H_0 

M-estimation 2.2712 0.05 Reject H_0 

Based on Table 9, it is known that the 𝑝-value of LAD estimation and M-estimation is 0.02 and 

0.05, respectively, which is ≤ 𝑎 (0.05), so 𝐻0 is rejected. This means that the parameters generated are 

diverse or different in each location, so the RGWR model is appropriate and suitable for use. 

2. T-test 

The T test was carried out to determine whether the predictor variables significantly influenced the 

response variable. In Table 10, the results of the T test for the RGWR model with LAD estimation and 

M-estimation for locations in Bekasi Regency are presented: 

Table 10. T-test Result 

 

 

 Estimated 

Value 

T-test 

Parameter |𝒕𝒉𝒊𝒕𝒖𝒏𝒈| 𝒕𝒕𝒂𝒃𝒍𝒆 Decision 

 

 

Estimation 

LAD 

Intercept 0.0214 3.0724  

 

 

2.0518 

Reject 𝑯𝟎 

𝛽1 0.3705 7.6873 Reject 𝑯𝟎 

𝛽2 0.2016 3.5930 Reject 𝑯𝟎 

𝛽3 0.4523 4.3700 Reject 𝑯𝟎 

𝛽4 0.0180 0.4675 Accept 𝐻0 

𝛽5 -0.0036 0.0409 Accept 𝐻0 

 Intercept -0.0045 -0.3416  Reject 𝑯𝟎 

 𝛽1 0.4708 4.3788  

 

2.0893 

Reject 𝑯𝟎 

Estimation M 𝛽2 0.0652 0.5465 Accept 𝐻0 

 𝛽3 0.6001 3.0947 Reject 𝑯𝟎 

 𝛽4 0.0864 1.1752 Accept 𝐻0 

 𝛽5 -0.0590 -0.3477 Accept 𝐻0 
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Based on Table 10 in the RGWR model with LAD estimation, it can be seen that variables 𝑋1, 𝑋2, 

and 𝑋3 have values of |𝑡𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠| > 𝑡𝑡𝑎𝑏𝑙𝑒 (2.0518), so it can be concluded that 𝐻0 is rejected, meaning 

that the variables of foreign investment (𝑋1), domestic investment (𝑋2), and regional original income 

(𝑋3) significantly influence the variable GDRP (𝑌). On the other hand, the variables of open 

unemployment rate (𝑋4) and population (𝑋5) are not significant because they have values of 
|𝑡𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠| > 𝑡𝑡𝑎𝑏𝑙𝑒 (2.0518). 

In the RGWR model with M-estimation, it can be seen that only variables 𝑋1 and 𝑋3 have values 

of |𝑡𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠| > 𝑡𝑡𝑎𝑏𝑙𝑒 (2.0893). Thus, 𝐻0 is rejected, indicating that the variables of foreign investment 

(𝑋1) and regional original income (𝑋3) significantly influence the variable GDRP (𝑌). On the other hand, 

the variables of domestic investment (𝑋2), open unemployment rate (𝑋4), and population (𝑋5) are not 

significant because they have values of |𝑡𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠| < 𝑡𝑡𝑎𝑏𝑙𝑒 (2.0893). 

3.7 Selection of Best Model 

Compare the R-squared value and the Mean Square Error (MSE) value to determine the best estimation 

method. A R-squared value close to 1 means that the regression model is able to explain most of the variation 

in the model. Meanwhile, a lower MSE value indicates that the regression model has better implications, 

because it produces model predictions that match the values in the actual data. Table 11 below is a comparison 

of R-squared and MSE in the RGWR model with LAD estimates and M estimates: 

Table 11. Comparison of 𝑹𝟐 and MSE Values 

Parameter Estimate LAD Estimate M 

𝑹𝟐 0,9271 0,9285 

MSE 0,8581 0,0044 

 

Based on Table 11, it can be seen that the M-estimation produces the highest R-squared value, which 

is 0.9285. Meanwhile, the smallest MSE value is also produced by the M-estimation, which is 0.0044. 

Therefore, it can be concluded that the use of the RGWR method with M-estimation is the most optimal and 

effective robust estimation approach in estimating regression parameters for Gross Regional Domestic 

Product data in Regencies/Cities in West Java Province in 2021. 

The results of the model validation process using the T-test (partial) indicate the formulation of the 

Robust Geographically Weighted Regression model with M-estimation as follows: 

�̂�𝒊 = −𝟎, 𝟎𝟎𝟒𝟓 + 𝟎, 𝟒𝟕𝟎𝟖𝑿𝟏𝒊 + 𝟎, 𝟔𝟎𝟎𝟏𝑿𝟑𝒊 

The model above has an R-squared value of 0.9285, indicating that 92.85% of the variation in the 

response variable can be explained by the predictor variables, while the remaining is influenced by other 

factors outside the study. With a Mean Squared Error (MSE) value of 0.0044, it means that the formed model 

is very good.  

 

4. CONCLUSIONS 

The most effective and optimal method for handling outliers in the Gross Regional Domestic Product 

(GDRP) data for Districts/Cities in West Java Province in 2021 is the Robust Geographically Weighted 

Regression Model with M-estimation. This model produces the highest R-squared value and the lowest MSE 

compared to Least Absolute Deviation (LAD) Estimation. Based on the formed model, the significant factors 

influencing the Gross Regional Domestic Product (GDRP) in the Districts/Cities of West Java Province in 

2021 are the variables of foreign direct investment (𝑋1) and local income (𝑋3). Future researchers are 

expected to be able to develop M-estimation methods with other weight such as Huber weight, Hampel weight 

and Tukey weight 
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