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ABSTRACT 

Article History: 
This study applies a rolling window cross-validation to evaluate the multi-step forecasts 

instead of using the traditional single split for Hang Sheng Index (HSI) forecasting. The 

forecasting methods discussed in this study are Holt's Exponential Smoothing and auto 

ARIMA, chosen because of their ability to model trend data as in the daily HSI. This 

research aims to evaluate up to five step forecast values obtained by the two forecasting 

methods built in the training data with rolling window cross-validation. In the experiment, 

each of the 21 auto ARIMA and Holt's models was constructed from 84 observations (as in-

sample data) obtained from the rolling window cross-validation. The one to five step 

forecast values of daily HSI are then calculated using those models, and the accuracy of 

each forecast value is evaluated based on Mean Absolute Percentage Error (MAPE). The 

results show that the Auto ARIMA model produces a lower MAPE value than Holt's model, 

namely 2.9196%, 4.6553%, 6.4012%, 8.3083%, and 10.3781%, respectively, for one to five 

steps ahead. Therefore, auto ARIMA is more recommended for forecasting HSI values up 

to five steps ahead than Holt's method. 
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1. INTRODUCTION 

Forecasting accuracy can be obtained through the application of appropriate forecasting models on 

training and testing data. However, researchers generally agree that the accuracy of forecasting methods needs 

to be checked using testing data rather than the accuracy of the model on training data [1]. Evaluation of 

forecasting on testing data needs to be done to obtain a model that is not only good at training data but also 

good at generalizing to new data [2]. If the forecasting model is only good at training data, it can cause 

overfitting problems where the model is too precise in predicting training data so that it is less able to predict 

new data multiple steps ahead. 

Time series cross-validation is a cross-validation technique used on time series data that maintains the 

time sequence to obtain the performance accuracy of the testing data in generalizing new data. There are 

several kinds of time series cross-validation that can be used, one of which is Rolling Window Cross-

Validation. This technique maintains the size of the training data, by cutting one of the oldest observation 

data and adding one of the newest observation data at each model roll, resulting in a constant window length 

or training data period. The main purpose of truncating the oldest observation data and adding one new 

observation data in this technique is to update the model coefficients and equalize the comparison of 

forecasting accuracy between periods.  

Updating the data tested in time series forecasting is important, especially in economic data. This is 

because economic data has erratic changes that can make previous data values less relevant to current 

conditions. Therefore, continuous data updates are required to produce more accurate forecasting values. 

The time series data used in this study is the Hang Seng Index (HSI). The HSI is a stock index that is 

a leading indicator of Hong Kong's stock market performance and represents 65% of the stock exchange 

capitalization in Hong Kong [3]. In addition, the HSI is declared as one of the major stock market indices in 

Asia that has an influence on other countries. This is proven through research conducted by Aji and Abudanti 

[4] that the HSI positively influences the Composite Stock Price Index (JCI) on the Indonesia Stock 

Exchange. The annual report issued by the Hang Seng Index’s Year-End Reports [5] states that the HSI 

decreased by 14.1% in 2021 and 15.5% in 2022. This statement indicates a downward trend pattern in the 

HSI data, which indicates that stock data tends to fluctuate and has a non-stationary pattern, so an appropriate 

forecasting method is needed to predict future HSI values. 

Holt's Exponential Smoothing method, or what can be called Holt's method, is intended for forecasting 

with time series data that has a linear trend pattern and does not contain seasonality. Research that has been 

conducted by several researchers, such as Alias et al. [6] and Muchayan [7] prove that the forecasting error 

value obtained from the Holt's method is smaller than other methods for data with a linear trend pattern. The 

correlation between values in a time series and previous values in the same time series also needs to be known 

in order to know the right forecasting method in predicting. The ARIMA method can explain autocorrelation 

in a time series and is intended for data that does not meet the assumption of stationarity. The ARIMA method 

procedure in Ahmad and Ahmad [8] and Alias et al. [6] is done through the differencing examination stage 

and manual determination of model parameters. This requires a long time in determining the best ARIMA 

model because it requires checking the parameter significance test and selecting the smallest AIC value from 

each possible model obtained from several combinations of order values based on the identification of the 

model one by one. 

In its development, Hyndman and Khandakar [9] created an algorithm to quickly obtain a model from 

the ARIMA method with optimal parameters using R software, called the Auto ARIMA method. Tiwari et. 

al [10] conducted research using the Auto ARIMA method on Nifty 50 stock price data with polynomial trend 

data patterns. The results show that the Auto ARIMA method is not good enough to be used in predicting 

future forecasting values. Research with the Auto ARIMA method has also been carried out by Kalyoncu et. 

al [11] to predict the stock market by applying fixed origin cross-validation. In Kalyoncu's research, it was 

found that Auto ARIMA has better prediction accuracy in short-term forecasting. 

In the forecasting field, researchers certainly focus on model performance and accuracy resulting from 

forecasting results. The main goal is to obtain accurate and reliable forecasting values. Sulandari et al. [2] 

conducted research using time series cross-validation with a rolling window to evaluate the performance of 

a forecasting model applied to hourly electricity load data in Malaysia for one year. Numerous forecasting 

methods were implemented in the study, including ARIMA, Neural Network Autoregressive (NNAR), 

Exponential Smoothing, Singular Spectrum Analysis (SSA), and General Regression Neural Network 
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(GRNN). According to Sulandari et al. [2], the ARIMA, NNAR, and SSA models’ Mean Absolute Percentage 

Error (MAPE) values are quite stable for forecasting up to seven steps ahead. In addition, it is known that the 

forecasting error values do not always increase as the forecasting step increases. 

This research examines the performance evaluation of Holt's and Auto ARIMA methods in predicting 

HSI several periods in advance using Rolling Window Cross-Validation, in light of the aforementioned 

background. This type of cross-validation is chosen to evaluate the two methods objectively so that it can be 

ascertained thoroughly which one can produce better forecasts up to five steps ahead, measured based on the 

smallest MAPE value. Furthermore, accurate multi-step stock price forecasting results will help investors in 

making decisions related to better future economic growth prospects. 

 

 

2. RESEARCH METHODS 

2.1 Data Collection Methods 

The data in this study uses secondary time series data taken from the finance.yahoo.com page. The 

time series data used is the weekly Hang Seng Stock Price Index in the period January 2021 to December 

2022, totaling 105 data.  
 

2.2 Time Series Cross Validation 

In time series analysis, the validation technique for models is called time series cross-validation. The 

data are divided into two parts, training and testing datasets. The first part is used to build the model and the 

last to test the constructed model. In time series, the time sequence is an important thing to consider in the 

distribution of training and testing data on time series data. There are several time series cross-validation 

methods that can be used, including Fixed Origin Cross Validation, Rolling Origin Cross Validation and 

Rolling Window Cross Validation [12]. 

Fixed Origin Cross Validation is a common technique used by researchers in measuring forecasting 

accuracy by dividing data into two parts, namely training and testing using a single forecasting origin, in 

other words, using only one origin or one model in evaluating future forecasting values [13]. This results in 

the prediction results obtained will only be influenced by factors that occur in that one model, making it less 

reliable. The problem with Fixed Origin Cross-validation can be overcome using the Rolling Origin Cross-

Validation technique, where the forecasting origin can be updated by adding one new observation data in 

each repetition of the model so that several models are obtained in evaluating the forecasting value [14]. 

Illustrations of how Fixed Origin Cross Validation and Rolling Origin Cross Validation work for one-step-

ahead forecasting are shown in Figure 1 and Figure 2 respectively. Blue dots indicate training data and red 

dots indicate testing data. 

 

 

Figure 1. Illustration of Fixed Origin Cross Validation 

 

By using Fixed Origin Cross Validation, some possible forecasting models are constructed from a 

training dataset, which in Figure 1 the models are estimated from the first twenty-four observations (blue 

dots) and the rest will be the testing data (red dots). Meanwhile, Rolling Origin Cross Validation provides 

several training datasets where each is updated by adding one new observation to the previous training data 

(see the blue dots in Figure 2, from line 1 to the last line).  

 

 

Figure 2. Illustration of Rolling Origin Cross Validation 
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In Rolling Origin Cross Validation, the accuracy comparison may be inconsistent because the second 

model is constructed from larger sample size of the training dataset than the first one, and so on [1]. There is 

an alternative to maintaining a constant size of the training data period, called Rolling Window Cross-

Validation. Figure 3 shows an illustration of how Rolling Window Cross Validation works for multiple steps 

ahead forecasting. The blue dots show the training data while the red, black and green dots show the testing 

data which are the forecasting values one to three steps ahead sequentially in multiple steps ahead forecasting. 

 

 

Figure 3. Illustration of Rolling Window Cross Validation 

 

The Rstudio software has a function to simplify the calculation of forecasts that apply time series cross-

validation, namely the 'tsCV' function [15]. The output given from this function is the forecasting error by 

applying the forecasting function to a subset of the time series data �� using the rolling origin. The forecasting 

error output from the 'tsCV' function is obtained through Equation (1). ���� � ���� 	 �
���|� �1� 

where �� is residual value at time �, �� is actual data value at time �, ��� is forecast value at time �, and � is 

forecast horizon.  

 

2.3 Exponential Smoothing Holt 

The Exponential Smoothing method is a relatively simple but effective forecasting method that 

produces reliable forecasts [16]. Exponential Smoothing Holt is a further development of the Single 

Exponential Smoothing method [17]-[18]. Exponential Smoothing Holt or Holt’s method is specialized for 

time series data that has a linear trend pattern and can do multiple-step ahead forecasting. The smoothing 

equations for level and trend in this method are written in Equation (2) and Equation (3), while for the 

forecasting value h periods ahead is shown in Equation (4) [19]. 

�� � ��� � �1 	 ������� � ����� �2� 

�� � ���� 	 ����� � �1 	 ������ �3� 

�
��� � �� � ℎ�� �4� 

where �� is smoothing level value at time �, �� is smoothing trend value at time �, � is smoothing parameter 

for level � ! � ! "�, # is smoothing parameter for tren � ! # ! "�. 

In its implementation, Holt's parameters can be estimated quickly with the help of software. In R 

software, there are HoltWinters() and ets() functions that can estimate Holt's parameters with different 

estimation methods and provide different initial values. The differences are shown in Table 1. 

 
Table 1. The Differences of HoltWinters() and ets() Functions  

Item HoltWinters() ets() 

1. Determining the initial 

states  

minimising mean squared error 

(MSE) 

maximizing the likelihood 

function 

2. Estimating smoothing 

parameters 
Based on the heuristic value 

Maximizing the likelihood 

function 

 

 

2.4 Auto ARIMA 

The ARIMA method, also known as the Box-Jenkins approach, is a very common method used for 

nonstationary time series analysis. According to Box et al. [20], there are three main steps taken to build a 

time series model, namely model identification, parameter estimation, and model diagnostic test or model 
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feasibility test. Before the model identification step, the stationarity of time series data in the ARIMA method 

needs to be checked, which is stationarity in variance and average [21]. Stationarity in variance is checked 

by Box-Cox transformation, while stationarity in the mean is checked through the ACF plot which is then 

subjected to differencing if the data is not yet stationary in the mean. The general equation of the ARIMA 

model is shown in Equation (5) [22]. 

$%�&��1 	 &�'�� � ( � )*�&�+�  ;  .+�/~�0, σ4� �5� 

where 67 is AR model parameters of order 7, 8 is backshift operator, 9 is amount of differencing, : is 

constant, ;<is MA model parameters of order <, and =� is error in period �. 
In the machine learning approach, Hyndman and Khandakar developed the ARIMA model into Auto 

ARIMA. It can help researchers by quickly trying more combinations of p, d, and q orders that might be 

missed when using the ARIMA method manually. The model can be constructed automatically using 

auto.arima() in the 'forecast' package in R software. By this auto.arima() algorithm, the optimal order can be 

quickly selected. The auto ARIMA modeling algorithm is explained as follows [23]. 

1) The number of differences is  ! 9 ! ? 

2) The selection of order 7 and < is determined by the smallest AICc value.  

a) The initial models defined by the auto.arima() algorithm are ARIMA(0,d,0), ARIMA(2,d,2), 

ARIMA(1,d,0) and ARIMA(0,d,1). A constant is included in the model for 9 ! ". In fact, 

an additional model is also included in the initial model for 9 ! ", namely ARIMA(0,d,0) 

without a constant.  

b) The best model determined in the initial model is designated as the "current model".  

c) There are variations considered in the current model by changing the 7 and < order values of 

the model by ±1 and by adding or removing constants from the current model. The limit of 

the order 7 and < in auto.arima() is 5.  

d) The final best model is chosen based on the lowest AICc value. 

Furthermore, the forecasting value of the ARIMA model can be calculated according to the following 

three steps. 

1) Explain the ARIMA equation in Equation (5) so that �� is in the left segment and the others are 

in the right segment. 

2) Rewrite the equation in part a by changing � to @ � �. 

3) In the right segment, replace the future observed value with the forecasted value, replace the future 

error with zero, and replace the previous period error with the appropriate residual. 
 

2.5 Model Feasibility Test 

A model is considered suitable for forecasting if the autocorrelation coefficient of the residuals is 

random and the residuals are normally distributed [23]. Statistically, the autocorrelation of the residuals can 

be checked using the Ljung-Box test [24] with ‘Box.test’ function in RStudio software. Meanwhile, the 

normality of the residuals can be checked using the Anderson-Darling test [25] with ‘ad.test’ function in 

RStudio software. Whether in the Ljung-Box test or the AD test, residuals are considered random and 

normally distributed if the p-value > the significance level �B� [26].  

 

2.6 Analysis Methods 

In this analysis, we use Microsoft Excel also Rstudio Software with the ‘forecast’, and ‘stats’ packages 

for all modeling and forecasting. The procedure of the research is explained in the following steps. 

Step 1 : Plot HSI time series data and identify data patterns. 

Step 2 : Implement Rolling Window Cross-Validation to the data. 

a) Determine the window size (C) which is the amount of data set as a model in each rolling 

window. 

b) Determine the number of forward forecasting steps or forecast horizon (�) 
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c) Obtaining the number of modeling (subsample) as many as D. The number of models 

based on the selection of window size and the amount of data available is formulated as 

follows D � E 	 C. The first rolling window is the first model containing time series 

data from period 1 to C, the second model contains time series data from period 2 to C �", and so on. 

Step 3 : Select models that pass the model feasibility test from the Holt's and Auto ARIMA methods 

for each window. 

a) Determine the best parameters for each Holt's and Auto ARIMA model. In the Auto 

ARIMA model, Box-Cox transformation is performed first to check stationarity in 

variance. 

b) Check the feasibility of the model through the normality residual test with AD test and 

the white noise residual assumption with the Ljung-Box test for each method. 

Step 4 : Define the forecasting value for ℎ steps ahead of each model and calculate the residuals. 

Step 5 : Evaluate the performance of the forecasting methods by calculating the MAPE values of the 

Holt's and Auto ARIMA methods for each ℎ steps ahead. The formulas for MAPE are shown 

in Equation (6). MAPE values are interpreted into four categories. MAPE values that are less 

than 10% are declared as highly accurate predictions, while MAPE values between 10-20% 

are interpreted as good predictions. MAPE values between 20-50% are categorized as feasible 

predictions and MAPE values above 50% are stated as inaccurate predictions [27]. 

FGHI �  1
J K L�� 	 ����� LM

�N�  O 100% �6� 

 

 

3. RESULTS AND DISCUSSION 

3.1 Identification of Data Patterns 

The HSI data is visualized in Figure 4 (a) while the ACF plot is in Figure 4 (b). 

 
(a) (b) 

Figure 4. Daily HSI data 

(a) Time series plot for period 1 January to 30 December 2022. (b) Its ACF 

 

Based on Figure 4 (a), it can be seen that the closing price of HSI experienced several increases and 

decreases with a downward trend from the beginning to the end of the period data. Besides the time series 

plot, the data pattern can also be identified through the ACF plot. Figure 4 (b) shows that the initial lag is 

significant above the confidence line and then drops slowly to zero. This indicates that there is a high 

correlation between the initial time interval and decreases at subsequent time intervals or lags, which means 

that the HSI data contains a trend data pattern. 

 

3.2 Implementation of Rolling Window Cross Validation 

The window size used in the application of rolling window cross-validation in this study is 84, which 

is obtained from 80% of the total data, that is 105 data. The forecast horizon determined is five steps (ℎ � 5), 
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so the number of models obtained is 21 models. An overview of the Rolling Window Cross-Validation 

procedure is shown in Table 2. 

 
Table 2. Rolling Window Cross-Validation Procedure on HSI Data  

Model Window � 

1 1st – 84th data 85th – 89th data 

2 2nd – 85th data 86th – 90th data 

. 

. 

. 

. 

. 

. 

. 

. 

. 

21 21st – 104th data 105th data 

 

 

3.3 Modeling Using Holt’s Method  

The HoltWinters() estimate the smoothing parameter by minimizing the MSE and determining the 

initial values of states by heuristic values. In the experimental study, we get smoothing values, � � 0.8824 

and � � 0.1423 for the first model. Meanwhile, the initial value of �S is obtained from the second observation 

values (at time T � 2), that is 28496.8594 and �S is the difference between the second and the first data, that 

is 948.3398. 

On the other hand, the ets() determine the initial states and estimate smoothing parameters by 

maximizing the likelihood function. For the first dataset, we obtain smoothing parameter, � � 0.7369 and � � 0.0001, with initial values of �S � 29193.5314 and �S � 104.3377. 

After obtaining the optimal parameters, the next step is to check the feasibility of the model through 

the AD normality test and residual autocorrelation with Ljung-Box. The residuals are said to be normally 

distributed and white noise if the W-value > significance level (X � 0.05).  

In the HoltWinters() function, the AD test p-value given is 0.1644 and the Ljung-Box test W-value 

obtained is 0.9413. This indicates that the Holt's model with � � 0.8824 and � � 0.1423 in the 

HoltWinters() function can be used in predicting future HSI values because the W-value given from both tests 

is greater than the significance level. 

The W-value of the AD test given in the ets() function is 0.3348 and the W-value of the Ljung-Box test 

obtained is 0.5706. This shows that the Holt's model with � � 0.7369 and � � 0.0001 in the ets() function 

can be used in predicting the future value of HSI because the W-value given from both tests is greater than the 

significance level. 

The Holt's method has 21 models in both the HoltWinters() and ets() functions. In the second to the 

21st model, the same steps are taken to determine the initial values, estimate the parameters and check the 

model feasibility test. The results stated that all models, both from the HoltWinters() and ets() functions are 

feasible to be used in forecasting several steps ahead. 

 

3.4 Modeling Using Auto ARIMA Method 

The modeling process of the Auto ARIMA method starts with model identification, then parameter 

estimation and continued with diagnostic tests or model feasibility tests. The initial step taken before model 

identification is to check stationarity in variance using Box-Cox transformation. For example, in the first 

model, a value of Y � 0.9500 is obtained, which means that the data is not yet stationary in variance and 

needs to be transformed using Box-Cox transformation for each time series data contained in the first model. 

The value of Box-Cox transformation with Y � 0.9500 is obtained through Equation (7). 

Z���� � [\J����|��|S,]^ 	 1
0,95 �7� 

The HSI data that has been stationary in variance then checks for stationary on average using the ACF 

plot of the data. Figure 5 (a) shows that the lag decreases exponentially which means that the first model of 

HSI data is not stationary in the mean, so differentiation needs to be done. Stationary checks against the mean 

are performed until the data is stationary in the mean. Therefore, the first model of HSI data that has been 

differentiated once is checked again through the ACF plot. Figure 5 (b) shows that the lag in the ACF plot 
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of the first model data that has been differentiated once does not decrease exponentially so that the data is 

stationary in the average and the order of differentiation (_) is determined to be 1. 

 

  
(a) (b) 

Figure 5. ACF plot of HSI for the first model 

(a) ACF Plot before differentiation, (b) ACF Plot after differentiation (9 � 1) 

 

 

Figure 6. PACF plot of HSI for the first model after differentiation (9 � ") 

 

Model identification then uses HSI data that are stationary in mean and variance. The determination of 

order W and ` parameters is identified through ACF and PACF plots. Figure 5 (b) and Figure 6 show that 

lag 2 is significant past the significance limit on the ACF and PACF plots, so the order of W and ` is 

determined to be 2. In addition, modeling will be carried out with a combination of orders W and ` by 1, 2 

and 3. The next step after identifying the order is to estimate the parameters of each model. The parameter 

estimation method used is maximum likelihood. This method determines the estimator value for the 

parameter by maximizing the likelihood function. Based on the determination of the smallest AICc value of 

possible ARIMA models, the best model is ARIMA (2,1,0) with drift. The parameter estimation values of 

the model are $� � 	0.1363, $4 � 	0.3134, and drift � 	58.5307. 

The model feasibility test for the best ARIMA model was carried out with the AD and Ljung-Box tests 

with a W-value of 0.7098 and 0.4386 respectively. The W-value of both tests is greater than the significance 

level (X � 0.05) which means that the model is feasible and can be used to predict future HSI values. 

 

3.5 Multiple Steps Ahead Forecasting 

The forecasting value of HSI multiple steps ahead was determined using RStudio software through the 

'tsCV' function listed in the 'forecast' package. The output is the forecasting error value up to five steps ahead. 

The calculation of multiple steps ahead forecasting values can be obtained through Equation (4) for the 

Holt’s method and Equation (5) for the Auto ARIMA method.  

Holt's method with the HoltWinters() and ets() functions derive the equations for predicting the HSI 

value one step ahead at time T � 84, which are shown in Equation (8) and Equation (9) respectively. 

�
ab�� �  �
a^ � �ab � �ℎ��ab � 20083,6922 � �ℎ��	124,2360� �8� �
ab�� �  �
a^ � �ab � �ℎ��ab � 20101,4354 � �ℎ��	104,3811� �9� 

In the first model of the ARIMA method, the best model is ARIMA(2,1,0) with drift. The general 

equation of the ARIMA model in Equation (5) then expanded into Equation (10) which is used to predict 

the HSI value multiple steps ahead. 

$%�&��1 	 &�'�� � ( � )*�&�+� 
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Where ( � c�1 	 $� 	 ⋯ 	 $%�, orde W � 2, _ � 1, and ` � 0 are subtituted into the model. 

$4�&��1 	 &���� � c�1 	 $� 	 $4� � )S�&�+� ��� 	 &��� 	 �$
�&�� 	 $
�&4��� 	 �$
4&4�� 	 $
4&e��� � c�1 	 $
� 	 $
4� � +� �� 	 f1 � $
�g���� � f$
� 	 $
4g���4 � $
4���e � c�1 	 $
� 	 $
4� � +� 

Decomposes the ARIMA equation to let �� become on the left side. �� � f1 � $
�g���� 	 f$
� 	 $
4g���4  	 $
4���e � cf1 	 $
� 	 $
4g � +� 

�h�� � f1 � $
�g��h����� 	 f$
� 	 $
4g��h����4 	 $
4��h����e � c�1 	 $
� 	 $
4� � +h�� 

�
h�� � f1 � $
�g��h����� 	 f$
� 	 $
4g��h����4 	 $
4��h����e � c�1 	 $
� 	 $
4� 

At time T � 84, with drift = 	58,5307, $
� � 	0,1363 and $
4 � 	0,3134, Equation (10) is obtained. 

�
ab�� � 0,8637��ab����� 	 0,1771��ab����4 � 0,3134��ab����e 	 84,852 �10� 

 

3.6 Model Performance Evaluation 

Through selecting a model that is feasible for forecasting and finding the average forecasting error of 

each model, the MAPE value for each forward forecasting step is obtained as follows in Table 3 and visualized 

in Figure 7. 

 

Table 3. MAPE Values of HoltWinters(), ets() and auto arima()  

Function � � " � � ? � � i � � j � � k 

HoltWinters() 3.3834% 4.7903% 7.2524% 9.7318% 12.2149% 

ets() 3.4088% 5.4025% 7.7144% 10.0780% 12.3298% 

auto.arima() 2.9196% 4.6553% 6.4012% 8.3083% 10.3781% 

 

 

Figure 7. MAPE values of Holt’s and Auto ARIMA methods 

 
Based on Figure 7, for each forward forecasting step, MAPE produced by Holt’s method is higher 

than those by Auto ARIMA method. The Holt's method with ets() function is stated to have the highest MAPE 

value, while the Auto ARIMA method has the lowest MAPE value compared to both Holt's method functions. 

However, both the Holt's method with HoltWinters() and ets() functions and the Auto ARIMA method have 

MAPE values that continue to increase along with the forecasting period increases.  

Unlike the conventional cross-validation method that splits the data only into two parts so that it can 

produce forecast accuracy information more quickly, rolling window cross-validation has many training 

testing data pairs so that the modeling and evaluation process of forecast accuracy becomes longer. However, 

this process is feasible to be able to determine the best forecast model up to several steps ahead in more detail, 

namely the model with the smallest MAPE value [23].  
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4. CONCLUSIONS 

 This study evaluated the multi-step forecast values of HSI using auto ARIMA and Holt's exponential 

smoothing, which was built from the training data obtained by rolling window cross-validation with the length 

of window 84. Based on the experiment results to the daily HSI for January 2021 – December 2022, each 

auto ARIMA and Holt's method produces 21 models that meet the diagnostic test. Each model is then used 

to calculate the up to five steps ahead forecast values.  

 The forecasting value of HSI data in the future five steps was evaluated using Mean Absolute 

Percentage Error (MAPE). Holt's method with the HoltWinters() function has MAPE values of 3.3834%, 

4.7903%, 7.2524%, 9.7318%, and 12.2149%, while the ets() function is 3.4088%, 5.4025%, 7.7144%, 

10.0780% and 12.3298%. Meanwhile, the Auto ARIMA method has MAPE values of 2.9196%, 4.6553%, 

6.4012%, 8.3083%, and 10.3781% for forecasting one to five-step-ahead, respectively. Based on the HSI 

forecasting error evaluation for up to five steps ahead, the Auto ARIMA method is considered the most 

appropriate method in forecasting the HSI. 
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