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ABSTRACT 

Article History: 
Exchange rate data is a collection of information about the exchange rate the foreign 

currency which collected by time. Autoregressive Integrated Moving Average (ARIMA) is 

a well-known time series analysis. Several assumptions that need to be checked before 

running the ARIMA model are stationarity, normality, and white noise. B-spline regression 

is a method of modeling time series data without considering assumptions. This research 

aims to create a forecasting model for Rupiah exchange rate against US Dollar using B-

spline regression. The B-spline regression model was generated with a combination of 

degrees two to four and a maximum of four knots. After that, the optimal model is selected 

using the Akaike Information Criterion (AIC) score. The performance of the selected model 

is validated using Mean Absolute Percentage Error (MAPE) values. The optimal degree is 

3 (quadratic) and the optimal number of knot points is two-knot points with an AIC value 

of 857.8322 and a MAPE value of 0.0148376. The best model is:  y� � 13526.08 N-2,3����14177.5 N-1,3����14145.24 N0,3����15698.26 N1,3����15156.4 N2,3���.  
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1. INTRODUCTION 

ARIMA (Autoregressive Integrated Moving Average) model is a method of modeling time series data 

to draw relevant conclusions about economic activity. There are four types of time series data relationship 

patterns that can be considered for decision making: horizontal, trend, seasonal, and cyclical. ARIMA has 

been applied to financial data [1][2], one of which is the exchange rate of the Rupiah against the US Dollar 

data. Exchange rate data is time series data that can be predicted by taking into and account several 

assumptions that must be met. In the nonparametric approach, there are several methods for building models 

of time series data, namely kernel estimator [3] and spline regression [4]. The kernel estimator can be used 

to model data that does not have a fixed formula and is more flexible to use. However, spline regression can 

be used to analyze the behavior of different data at different time intervals [5]. Both have their advantages, 

but as an alternative to the nonparametric approach used, Spline regression is recommended to make the 

generated model more flexible.  

A linear regression analysis, which is a continuous segmented truncated polynomial, can be used to 

adjust data more effectively [5]. Two common basis functions used in modeling time series data are the 

truncated basis function and the B-spline basis. However, the disadvantage of the truncated bases is that when 

the degree is high, the number of knots increases, resulting in a singular normal equation matrix. The use of 

the B-spline basis is an alternative solution that is also efficient in digital computation [6].  

Many studies on the B-spline have been carried out such as comparative study of different B-spline 

approaches for functional data [7], and Bayesian quantile regression [8]. Some applications of B-spline 

regressions have been done, for example volatility modeling [9], stem taper and volume prediction [10], 

surface measurement [11], child mortality [12], and hydrologic frequency analysis [13]  

Studies on exchange rate forecasting has been carried out using various methods and approaches. The 

exchange rate forecasting is taken using deep learning by Yilmaz and Arabaci [14], Chen, J. et.al. [15], and 

Maqsood, H. et.al [16]. B-spline regression is also applied for exchange rate prediction [17][18]. The 

exchange rate of the Rupiah against the US Dollar is a time series data that can be used to forecast the future. 

The stability of the US Dollar exchange rate against the Rupiah is important for investment practitioners who 

actively invest their capital, as if the exchange rate weakens, interest rates will rise and the stock price index 

will decrease, reducing the profits obtained [19]. Some studies about exchange rate IDR-USD have been done 

using different methods such as global ridge-regressions [20], Wavelet Fuzzy Model [21], ARIMA [22], and 

XGBoost [23]. 

Changes in exchange rates greatly affect the investment activity and future profits of the investor. 

Therefore, an investor must be able to predict the exchange rate in order to estimate future profits. Based on 

the above description, the author discusses the selection of the best B-Spline regression model using the 

Akaike Information Criterion (AIC) method for time series data. The Akaike Information Criterion (AIC) 

optimization is used to determine the optimal degree and number of knot points for B-spline regression. This 

study uses AIC optimization with a combination of degree 2 to 4 and the number of knot points 1 to 4 knots. 

After obtaining the optimal combination of degree and knot points, the estimated parameters of the B-Spline 

regression model will be formed. A parameter significance test is conducted to determine the significance of 

the model parameters, and the Mean Percentage Absolute Error (MAPE) value is used to test the feasibility 

of the model. 

Exchange rate policy has an important role in economic performance. Governments should make a 

policy about exchange rate. The forecast of exchange rate will give a big description about the change in 

economic. This research proposes B-spline regression to forecast the volatility of exchange rate. 

 

 

2. RESEARCH METHODS 

2.1 Regression Analysis 

Regression analysis is a statistical analysis that can be used to analyze and model the relationship 

between predictor variables and response variables, where predictor variables can be described with (�) and 

response variables can be described with (�). A simple linear regression equation can be defined in Equation 

(1). 

 �� � �� � ���� � �� , � � 1, 2, 3, . . . , � �1� 
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The estimation of the linear regression Equation (1) is: ��� � ��� � ����� �2� 

The coefficients ��� and ��� can be calculated using a distribution approach by maximizing the 

maximum likelihood function assuming �� is independent and normally distributed  !" �0, #$�.  The 

maximum likelihood function can be defined as follows: 

 % � & 1√2(#$)* +, -./. ∑ 123,456,45-738.93:- �3� 

or it can be calculated by minimizing the sum of the least squares. The sum of least squares can be defined 

as follows: 

#$ � ∑ 1�� − ��� − �����8$*�<� � �4� 

There are two ways to estimate the regression function, namely by using parametric and 

nonparametric approaches. 

 

2.2 Parametric Regressions 

Parametric regressions are statistical methods used to determine the linear or nonlinear relationship 

between the predictor variable (�) and the response variable (�) whose form of the regression function is 

known. In addition, the process of making conclusions are based on bound assumptions that must be met. If 

all assumptions can be met, then parametric models can be used. However, if there are assumptions that are 

not met, then the application of parametric models can be misleading. This can be overcome using a 

nonparametric approach. 

 

2.3 Nonparametric Regressions 

Nonparametric regression models can be constructed by selecting the appropriate function space in 

which the regression function =���� is assumed to be included. The selection of this function space is 

motivated by the smoothing owned by the regression function resulting in higher flexibility. The function is 

said to be smooth if the curve does not change rapidly. The general equation of nonparametric regression is 

written in Equation (5). �� � =���� � �� , � � 1,2, … , � �5� 

The function =���� can be estimated using spline regressions. 

 

2.4 Spline Regressions 

Spline regression has a commonly used function base, namely the truncated function base and the B-

Spline function base [5]. The basis of truncated functions has the disadvantage that when the order is high, 

the number of knots increases and the location of knots too close will create a matrix that has almost no 

inverse (singular), thus making the equation not easy to solve. The B-Spline nonparametric regression 

approach can be an alternative solution to solve problems in almost singular normal matrix equations. 

 

2.5 B-Spline Regression 

B-Spline regression was first introduced by D. Boor. At that time, B-Spline regression was known as 

the D. Boor algorithm. However, over time the term changed to B-Spline regression introduced by Isaac 

Jacob Schoenberg in 1946 [24]. B-Spline regression is a polynomial that has the property of continuous pieces 

(segments) so that it can explain the characteristics of data functions. 

The nonparametric regression equation model (Equation (5)) if approximated with a basis B-Spline 

of degree ? with @ knots can then be defined as the following Equation (6) [5]. 

�� � A �B,  B,C��� � �CDE
B �6� 

where  B,C is the basis of the B-Spline function of degree ? and �B is the B-Spline regression parameter.  
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B-Spline basis function of degree ? with @ knots have 2? � @ augmented knots. The additional 2? 

points are F,�C,�� < ⋯ < F,� < F� < ⋯ < F�CDE� with F,�C,�� � ⋯ � F� � I and FED� � ⋯ � FEDC �J. Generally, the value of I is obtained from the smallest value of x and the value of J is obtained from the 

largest value of � [25]. A set of real valued function  B,C (for ? � 0,1, ⋯ , �, � is the degree of the B-spline 

basis) with @ knot points is recursively defined as the following Equation (7):   

  B,C�7� � � − FBFBDC,� − FB  B,C,��7� � FBDC � �FBDC − FBD�  BD�,C,��7� �7� 

with K � −�? − 1�, … , @, and  B,$��� � L1, � ∈ FB, FBD�0, others  

 

2.6 Parameter Significance Test 

Parameter significance testing is carried out to see whether the predictor variables (�) simultaneously 

have a significant effect on the response variable (�). Parameter significance testing can be carried out using 

simultaneous testing or F-test. F-test formula is: 

T � UUV/��? � @� − 1�UUX/�� − �? � @�� 

with UUV � ∑ ���� − �Y�$*�<� ; UUX � ∑ ��� − ����$*�<� ; ? � B-spline order; @ � number of knots; � � number of 

observations. 
 

2.7 Akaike Information Criterion (AIC) 

The best model in this study is chosen by AIC because AIC will test the model fits performance without 

over-fitting it. A goodness-of-fit is increasing the score of AIC, but the over-fitting is decreasing the score of 

AIC. The AIC scores are compared among some models and the best model is chosen with the lowest AIC 

score. It means the model has the optimal performance to fit the data set without over-fitting it. 

There are two formulas for calculating the AIC value [26][27] . If the amount of data is large, the AIC 

value can be obtained using the Maximum Likelihood function written in the following formula: AIC � −2 log�%� � 2_ 

Where ` is the maximum likelihood used to find the coefficient of the a by deriving the likelihood 

function against the parameter and b is the number of parameters to be calculated. As for the sum of the 

smallest squares can use the formula: AIC � nlog�#$� � 2_ 

 

2.8 Mean Absolute Percentage Error 

Mean Absolute Percentage Error (MAPE) is a matrix that defines the measure of accuracy of a 

forecasting method. When the performance of forecasting methods needs to be compared across different 

time series, accuracy measures such as Mean Squared Error (MSE) and Mean Absolute Error (MAE) are 

inappropriate. This is because there is often such a large variation in the scale of observations between series 

that a few series with large values can dominate the comparison [28]. Under these conditions, unit-free 

measures need to be used and the average absolute percentage of land loss (MAPE) is probably the most 

widely used measure for this type. MAPE is defined below for forecasts made for periods 1 to � of a series 

[29]. 

MAPE � A g23,2�323 g�
*

�<� × 100% 

There are four levels of MAPE value criteria, namely if the MAPE value is less than 10%, then the 

model has very good predictive ability. If the value is between 10% and 20%, then the model has good 

predictive ability. If the value is between 20% and 50%, then the model has a fairly good predictive ability, 

and if the MAPE value is more than 50%, then the model has poor predictive ability [30]. 
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2.9 USD to IDR Forecast 

Governments maintain control over exchange rate changes for countries that adopt a fixed exchange 

rate system. Foreign exchange demand can be influencing by payment for imports of goods and services and 

capital outflow. On the other hand, foreign exchange supply can be influencing by receiving of exports of 

goods and services; and capital inflow [31]. Although there are some differences on how exchange rate 

indicates economic crises between developing countries and developed countries, but exchange rate control 

is the common leading indicator of crises. For developing countries, exchange rate is a dominant indicator of 

crises. Government needs exchange rate forecast in order to make some policies. The exchange rate forecast 

is one of tools to mapping current and expected economic conditions [32]. 

 

2.10 Research Model 

Our approach to selecting the B-spline regression model consists of the following steps: 

1. Analyze the time series data of the Rupiah exchange rate (IDR) against the US Dollar (USD) for the 

period January 2018 to January 2023. 

2. Modify Rupiah (IDR) exchange rate data against the US Dollar (USD) into predictor variables and 

response variables, namely ���, ��� � j�,�, j� with � �  2, 3, 4, … , 61. 

3. Determine the approximate B-Spline regression model based on the degree and number of knots 

points desired. 

4. Determine the optimal combination of degree and number of knot points based on the minimum AIC 

value with the R software. 

5. Estimate the parameters of the best B-Spline regression model based on AIC criteria. 

6. Test the significance of B-Spline regression model parameters. 

7. Test the feasibility of the model based on the MAPE value. 

 

 

3. RESULTS AND DISCUSSION 

3.1 Data Description 

This research uses exchange rate of the Rupiah (IDR) against the US Dollar (USD) data for the period 

January 2018 to January 2023 [33]. The data used is exchange rate of the Rupiah (IDR) against the US Dollar 

(USD) data for the period January 2018 to January 2023 obtained from Bank Indonesia through the official 

website of Bank Indonesia (Indonesia, 2022).  

Figure 1 shows a graph of the fluctuating movement of the Rupiah exchange rate against the US Dollar 

(USD) over the last five years. The lowest exchange rate occurred in January 2018 at 13380.36, while the 

highest exchange rate occurred in May 2020 at 15867.43. 

 

3.2 Selecting of the Optimal Degree and Number of Knot Points 

An optimal B-Spline regression model can be formed through selecting the optimal degree and number 

of knots. This study uses the Akaike Information Criterion (AIC) method so that in sorting the optimal degree 

and the optimal number of knots. A minimum AIC value is used for the best estimate. The degree to be 

presented is degree 2 to degree 4 with the number of knot points 1 to 4 knots. 
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Figure 1. Plot of Rupiah (IDR) Exchange Rate Data against US Dollar (USD) for the January 2018 - January 

2023 Period 

 
 

3.3 B-Spline Model 

To obtain the exact degree and the optimal number of knots, it is necessary to test the combination 

between the degree and the number of knots present. The test starts from a combination of degree 2 and 1 

point knots, then degree 3 and 1 point knots, carried out up to degree 4 and 4 point knots. The results of the 

combination test can be presented in Table 1. 

 
Table 1. The Optimal Number of Knots for Each Degree 

Degree Number of Knots AIC 

 1 862.1868 

Linear 
2 

3 

861.9001 

863.9001 

 4 865.9001 

 2 857.8322 

Quadratic 3 859.8064 

 4 861.8064 

Cubic 
3 

4 

860.1547 

862.1363 

 

Table 1 shows the optimal combination of degree and number of knots when using the 3rd degree 

approach (Quadratic B-Spline) and the number of two knots (13907.92; 14837.43) with a minimum AIC 

value of 857.8322.  

 

3.4 Estimating Parameter of B-Spline Model 

After obtaining the optimal combination of order and number of knots, the next step is to carry out 

parameter estimation to determine the estimated parameters for the model. Based on previous calculations, 

the estimated parameter β is presented in Table 2. 

 
Table 2. Parameter Estimation Using AIC Method 

Parameter Parameter Estimation ��� 13526.08 ��$ 14177.50 ��k 14145.24 ��l 15698.26 ��m 15156.40 

 

Based on Table 2, the best B-Spline regression model parameter estimation equation can be written 

using the AIC method: 
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 �� � 13526.08 ,$,k��� � 14177.5 ,�,k��� � 14145.24 �,k��� � 15698.26 �,k��� � 15156.4 $,k��� 

Addition knots is defined as F,�C,�� � ⋯ � F� � �nop and FED� � ⋯ � FEDC � �nqr in which ? � 3 and @ � 5. So, we obtain the knots:  

F,$ � ⋯ � F� � 13380.36, F� � 13907.92, F$ � 14837.43 and Fk � ⋯ � Fm � 15867.43 

The interpretation of the B-Spline regression model is explained by considering the values of the B-Spline 

basis:  �� � 13526.08 ,$,k��� 

which 

 ,$,k��� � s&13907.92 − �527.56 )$ , 13380.36 < � ≤ 13907.920, others  

 �� � 15156.4 $,k��� 

which 

 $,k��� � s&� − 14837.431030 )$ , 14837.43 < � ≤ 15867.920, others  

When the Rupiah exchange rate against the US Dollar is at a minimum of Rp.13380.36, the exchange 

rate will increase by Rp.13500. In addition, when the Rupiah exchange rate against the US Dollar is at a 

maximum of Rp.15867.43, the exchange rate will increase by Rp.15157. 

 

3.5 Parameter Significance Test 

Based on the results of the parameter significance test using the F test or ANOVA test, it shows that 

the Fvwxpy value is 36.03387 and the Fyqz{| value is 2.769431. The H� hypothesis is rejected if Fvwxpy more 

than Fyqz{|. That is, the predictor variables (�) together have a significant effect on the response variable (�) 

or it can also be concluded that the parameters of the B-Spline model have been significant. 

 

3.6 Model Feasibility Test 

Figure 2 shows a comparison graph of the actual exchange rate value with the predicted exchange rate 

value of the B-Spline model and ARIMA model. It can be seen that the predicted value using the B-Spline 

model produces a smoother graph compared to the ARIMA model prediction graph, so it can be concluded 

that the best model can be used to forecast Rupiah Exchange Rate (IDR) data against American Dollar (USD) 

is a B-Spline regression model. To ensure this, it is necessary to test the feasibility of the B-Spline regression 

model using the Mean Percentage Error (MAPE) value. The ability of the model to explain the influence of 

variables is shown by a MAPE value of 0.01483769, meaning that the resulting B-spline regression model 

has a very good ability to determine indications of ups and downs in values the rate that will occur. 

 
Table 3. MAPE Value Comparison 

Research MAPE Value 

Zuliana (2012) 0.06190000 

Septiarini (2016) 0.03450000 

Islam, et.al (2016) 0.11643000 

Qonita, et.al (2017) 1.25944200 

Pratiwi & Zuliana (2024) 0.01483769 

 

Based on the MAPE value criteria, this value shows that the B-Spline model's performance in 

forecasting is very good to be used to model the Rupiah Exchange Rate (IDR) data against the US Dollar 

(USD). The MAPE value criteria have a smaller value compared to several previous studies i.e. 0.0619 [20], 

0.0345 [21], 1.259442 [22] and 0.11643 [23].  
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Figure 2. Comparison among Actual Data, B-Spline Model and ARIMA model 

 

 

 

4. CONCLUSIONS 

In this paper, we applied B-spline regression using AIC method for IDR-USD exchange rate prediction. 

We use degree from 2 to 4 with the number of knot points 1 to 4 knots. We got minimum AIC value, 857.8322 

with the model the 3rd degree and the number of 2 knots (Quadratic B-Spline). The best B-Spline model on 

Rupiah (IDR) exchange rate data against the US Dollar (USD) is presented in the equation: 

 �� � 13526.08 ,$,k��� � 14177.5 ,�,k��� � 14145.24 �,k��� � 15698.26 �,k��� � 15156.4 $,k��� 
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