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ABSTRACT 

Article History: 
Cluster analysis is a method of grouping data into certain groups based on similar 

characteristics. This research aims to group districts/cities in East Java Province in 2021 
based on HIV cases using hierarchical cluster analysis (AGNES), non-hierarchical cluster  

analysis (K-means), and ensemble clustering. The study found that the ensemble clustering 

solution forms four clusters, consistent with the results of AGNES clustering. This suggests 

that ensemble clustering improves the quality of cluster solutions by leveraging both 

hierarchical and non-hierarchical methods. The grouping of districts/cities based on HIV 
cases provides a clear distribution pattern for more targeted interventions. The study is 

limited to HIV cases in East Java Province and may not be generalizable to other regions 

with different epidemic characteristics. Additionally, the study focuses on clustering 

methods without investigating temporal changes in HIV case distribution. This research is 

one of the few studies that applies ensemble clustering to HIV cases in East Java Province. 
It combines hierarchical and non-hierarchical methods to improve the clustering process 

and provides a practical approach for regional HIV control planning. 
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1. INTRODUCTION 

Cluster analysis is a method of grouping data into certain groups based on their characteristics [1]. Data 
with the same characteristics will be in the same cluster, while data with different characteristics will be in 
another cluster. Clusters are characterized as having high homogeneity between members in one cluster and 
high heterogeneity between one cluster and other clusters. Cluster analysis is divided into two methods, 
namely hierarchical and non-hierarchical. The hierarchical method is grouping data in a structured manner 
without determining the number of clusters to be formed, while the non-hierarchical method is grouping data 
by determining the clusters to be formed first [2]. When several methods are combined, a new method will 
be formed which is called a cluster ensemble. The combining the grouping results of several methods to 
obtain a combined solution which will be used as the final solution is called cluster ensemble  [3]. Cluster 
ensemble has advantages compared to other methods, namely being able to improve the quality of cluster 
solutions [4]. Another research about grouping districts/cities in South Sulawesi Province based on regional 
economic development performance indicators and producing three clusters. These two studies also stated 
that ensemble clusters provide better grouping results compared to hierarchical and non-hierarchical methods 
[5].  

Grouping an area can be done based on certain characteristics, one of which is the spread of the virus. 
Human Immunodeficiency Virus (HIV) is a virus that attacks white blood cells, causing a decrease in the 
body's immunity. HIV transmission occurs due to the transfer of body fluids, such as blood, breast milk, 
semen, or vaginal fluids from an infected person to a healthy person. This fluid can be transferred through 
sexual intercourse, using the same syringe, blood transfusion from an infected donor, and f rom mother to 
child during pregnancy, childbirth, or breastfeeding. People who are susceptible to infection through sexual 
contact are female sex workers, transgender women, men who have sex with men, customers of sex workers, 
and high-risk couples [6]. People will not become infected with HIV through everyday contact, such as 
shaking hands, hugging, or sharing personal objects. 

The United Nations Program on HIV and AIDS (UNAIDS) noted that in 2019, the number of HIV 
sufferers in Southeast Asia reached 3.8 million people. The high number of HIV sufferers in Southeast Asia 
requires Indonesia to be more vigilant about the spread of the HIV virus. Based on data from the Indonesian 
Ministry of Health's HIV/AIDS Development Situation Report in 2019, the number of HIV sufferers in 
Indonesia reached 50,282 cases spread across various provinces. East Java is the province with the highest 
number of HIV cases, namely 8,935 cases, followed by DKI Jakarta and West Java. HIV sufferers in East 
Java will likely continue to increase because it is an area with developed industry and transportation. HIV 
control needs to be carried out effectively so that it does not become a big problem in the future. 

The World Health Organization (WHO) determines the epidemic level to describe the situation of 
HIV/AIDS development, namely low, concentrated and widespread. Since 2003, East Java has been 
designated as a concentrated epidemic area [7]. Determining the epidemic level is carried out to maximize 
HIV control, but this method is only applied to provincial areas. It is necessary to carry out an analysis to 
group district/city areas so that HIV control in East Java becomes faster because it can be handled by the 
district/city government itself. Previous research about clustering districts/cities based on HIV cases using 
hierarchical clustering in China [8], South Carolina [9], and two sub-Saharan African region [10]. Apart from 
using hierarchical clustering, clustering districts/cities based on HIV cases can use non-hierarchical clustering 
(using K-means) i.e. Dewi and Voutama [11], Rosida and Wijaya [12], Munawar and Purnamasari [13]. 
Ensemble clustering on HIV cases was studied by Lynch and DeGruttola in Botswana [14]. However, none 
of these studies used East Java Province as a research case. Therefore, this research was conducted to group 
districts/cities in East Java Province based on HIV cases using hierarchical cluster  (AGNES), non-
hierarchical cluster (K-means) and ensemble cluster analysis. 

 
 

2. RESEARCH METHODS 

The research used quantitative methods, i.e., K-means, AGNES, and ensemble clustering. The data 
used is secondary data sourced from the East Java Provincial Health Service regarding the 2021 HIV 
Development Situation Report data. The data consists of 38 districts/cities in East Java Province with 
variables namely the number of HIV cases in Female sex workers (𝒙𝟏), transvestites (𝒙𝟐), Male sex men (𝒙𝟑), 

High risk couples (𝒙𝟒), Customers of public sex workers (𝒙𝟓), IDU (𝒙𝟔), and Pregnant women (𝒙𝟕). The 
steps of analysis were as follows: 
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1. Exploration data in the form of tables or images that describe the data 

2. Pearson correlation test 

Pearson correlation is used to see the closeness of the linear relationship between 2 variables 
that have an interval or ratio data scale. The correlation calculation is formulated in Equation (1). 

𝒓𝒙𝒚 =
𝒏 ∑ 𝒙𝒊𝒚𝒊

𝒏
𝒊=𝟏 − ∑ 𝒙𝒊

𝒏
𝒊=𝟏

∑ 𝒚𝒊
𝒏
𝒊=𝟏

√𝒏 ∑ 𝒙𝒊
𝟐 − (∑ 𝒙𝒊

𝒏
𝒊=𝟏 )

𝟐𝒏
𝒊=𝟏

√𝒏 ∑ 𝒚𝒊
𝟐 − (∑ 𝒚𝒊

𝒏
𝒊=𝟏 )

𝟐𝒏
𝒊=𝟏

(𝟏)
 

The correlation coefficient can be positive or negative in the range -1 to 1. If the value is 
close to -1 or 1 then the correlation between the two variables is stronger and vice versa.  

3. K-means 

The grouping process with K-means is as follows [15] 

a. Determine the number of clusters. 

b. Divide the data randomly for each cluster and determine the centroid value in each 
cluster with equation: 

𝑥̅𝑘 =
1

𝑛𝑘
∑ 𝑥𝑖𝑘

𝑛𝑘

𝑖=1

(2) 

Where �̅�𝒌 is Average of the kth cluster, 𝒏𝒌 is Number of objects in the kth cluster, and 
𝒙𝒊𝒌 is Value of the i-th object in the kth cluster 

c. Calculate the distance of each data to the centroid value. Distance using Mahalanobis as 
follow: 

𝑑𝑖𝑗 = √(𝒙𝒊 − 𝒙𝒋)
𝑇

𝑺−𝟏(𝒙𝒊 − 𝒙𝒋) (3) 

Grouping data by taking into account the minimum distance.  

d. Recalculate the centroid value for the newly formed cluster.  

e. Repeat step c. until the resulting centroid value remains constant and cluster members 
do not move to other clusters. 

4. AGNES 

AGNES or agglomerative is bottom-up approach of hierarchical clustering with each 
observation starts in its own cluster, and pairs of clusters are merged as one moves up the 
hierarchy. The AGNES algorithm as follow: [16] 

a. Assume each tuple is a cluster. 

b. Calculate the distance between objects using Mahalanobis distance 

c. Choose the smallest distance, then combine the two objects.  

d. Calculate the centroid: �̅�𝒊𝒋 =
𝒙𝒊+𝒙𝒋

𝟐
 

e. Calculate the new distance containing the combined cluster.  

f. Repeat the second step until all data is combined into one single cluster.  

5. Ensemble 

Cluster ensemble is a method of grouping data by combining the results of grouping several 
different methods so that a combined solution is obtained which is used as the final solution [3]. 
Grouping with ensemble clusters is carried out in two stages, namely as follows.  

a. Form ensemble members from several different grouping methods.  
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b. Combining all ensemble members to obtain one final solution called the consensus function 
(one of them is pairwise similarity where a similarity matrix will be formed). In forming the 
similarity matrix, the Link-Based Cluster Ensemble algorithm is used as follow: 

i. Label ensemble cluster members. 

ii. Form a Binary Association Matrix (a matrix of size 𝒏 × 𝒑, where n is the row that 
describes the number of objects and q is the column that describes the number of labels) 
If the member corresponds to the label, then the object has a value of 1, and otherwise 
it has a value of 0. 

iii. Form a weighting matrix which is as follows. 

1. Form a matrix w with Equation (4) 

𝑤
𝐶𝑘𝑖

𝑖 𝐶𝑘𝑗
𝑗 =

|𝑋𝐶𝑘𝑖
𝑖 ∩ 𝑋

𝐶𝑘𝑗
𝑗 |

|𝑋𝐶𝑘𝑖
𝑖 ∪ 𝑋

𝐶
𝑘𝑗
𝑗 |

(4) 

with 𝑿𝑪𝒌𝒊
𝒊  is the set of objects in the ith cluster and 𝑿

𝑪𝒌𝒋
𝒋  is the set of objects in the 

jth cluster, with 𝒊 ≠ 𝒋 

2. Form a WCT (Weighted Connected-Triple) matrix with Equation (5), (6), and (7). 

𝑊𝐶𝑇
𝐶𝑘𝑖

𝑖 𝐶𝑘𝑖∗
𝑖∗

𝐶𝑘𝑗
𝑗

= min (𝑤
𝐶𝑘𝑖

𝑖 𝐶𝑘𝑗
𝑗 , 𝑤

𝐶𝑘𝑖∗
𝑖∗ 𝐶𝑘𝑗

𝑗 ) (5) 

𝑊𝐶𝑇𝐶𝑘𝑖
𝑖 𝐶𝑘𝑖∗

𝑖∗ = ∑ 𝑊𝐶𝑇
𝐶𝑘𝑖

𝑖 𝐶𝑘𝑖∗
𝑖∗

𝐶𝑘𝑗
𝑗

𝑞

𝑘𝑗=1

(6) 

𝑆𝑖𝑚𝑊𝐶𝑇(𝐶𝑘𝑖
𝑖 ,𝐶𝑘𝑖∗

𝑖∗ ) =
𝑊𝐶𝑇𝐶𝑘𝑖

𝑖 𝐶𝑘𝑖∗
𝑖∗

𝑊𝐶𝑇𝑚𝑎𝑥
× 𝐷𝐶 (7) 

where 𝒌 is Label index, 𝒌 = 𝟏, 𝟐, … , 𝒒, 𝑾𝑪𝑻𝒎𝒂𝒙 is Highest value on the WCT 
matrix, and 𝑫𝑪 is Confidence level accepts two non-identical objects as two similar 
objects, 𝑫𝑪 ∈ (𝟎, 𝟏] 

3. Form a similarity value between labels with Equation (8). 

𝑅𝑀(𝑥𝑖, 𝐶𝑙) = {
1, if 𝐶𝑙 = 𝐶(𝑥𝑖)

𝑆𝑖𝑚𝑊𝐶𝑇(𝐶𝑘𝑖
𝑖 , 𝐶𝑘𝑖∗

𝑖∗ ), others
} (8) 

where 𝑪(𝒙𝒊) is Label of the 𝒊-th object, 𝑪𝒍 is other labels, and 𝑺𝒊𝒎𝑾𝑪𝑻(𝑪𝒌𝒊
𝒊 , 𝑪𝒌𝒊∗

𝒊∗ ) 

is the similarity value between the ith object label and other labels.  

4. The CTS (Connected-Triple Based Similarity) similarity matrix can be obtained as 
follows. 

𝐶𝑇𝑆(𝑥𝑖 ,𝑥𝑗 ) =
1

𝑀
∑ 𝑅𝑀(𝑥𝑖 ,𝐶𝑙)

𝑀

𝑚=1

(9) 

with 𝑴 is the number of cluster methods used.  

5. Transform the similarity matrix into a distance matrix with Equation (10). 

𝑑𝑖𝑗 = 1 − 𝐶𝑇𝑆(𝑥𝑖,𝑥𝑗) (10) 

6. Group to get the final solution. 
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6. C-index 

C-Index is a validation index for cluster results with internal criteria [17]. The C-Index value 
is in the range 0 to 1, the optimal cluster is indicated by the minimum value of the C-Index. The 
C-Index calculation is formulated in Equation (11). 

𝐶𝐼𝑛𝑑𝑒𝑥 =
𝑇𝑤 − 𝑇𝑚𝑖𝑛

𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛

(11) 

where 𝑻𝒘 is the number of distances between objects in each cluster, 𝑻𝒎𝒊𝒏 is The smallest number 

of distances between objects in each cluster, and 𝑻𝒎𝒂𝒙 is The largest number of distances between 
objects in each cluster 

 
 

3. RESULTS AND DISCUSSION 

A graph that can describe the distribution of each type of HIV/AIDS cases can be depicted as Figure 

1, showed that there are outliers for each type of HIV/AIDS. The variable female sex workers (𝑥1) contains 
3 outliers, namely in Banyuwangi, Kediri and Situbondo. The transvestites variable (𝑥2) contains 2 outliers, 
namely in Banyuwangi and Malang. The male sex men variable (𝑥3) contains 6 outliers, namely in 
Banyuwangi, Kediri, Kediri City, Malang City, Surabaya City, and Sidoarjo. The high risk couple variable 
(𝑥4) contains 2 outliers, namely in Banyuwangi and Malang City. The Customers of public sex workers 

variable (𝑥5) contains 1 outlier, namely in Kediri. The IDU variable (𝑥6) contains 8 outliers, namely in 
Banyuwangi, Jombang, Kediri, Malang City, Surabaya City, Madiun, Pasuruan, and Sidoarjo. The pregnant 
women variable (𝑥7) contains 2 outliers, namely in Pasuruan and Tuban. 

 

                                
Figure 1. Boxplot of 7 Type of Cases HIV/AIDS 

Correlation value testing is used to fulfill multicollinearity assumptions before conducting cluster 
analysis. The correlation for each combination of variables is calculated using Equation (1). The following 
hypothesis and correlation test results can be seen in Table 1. 

𝐻0 : 𝜌 = 0, There is no relationship between the two variables. 
𝐻1 : 𝜌 ≠ 0, There exists a relationship between the two variables. 

Table 1. Correlation Between Variables  

 𝑿𝟏 𝑿𝟐 𝑿𝟑 𝑿𝟒 𝑿𝟓 𝑿𝟔 𝑿𝟕 

𝑋1  1 

0 

0.371 

0.022 

0.487 

0.002 

0.621 

3.13×10-5 

0.681 

2.54×10-10 

0.294 

0.073 

-0.002 

0.99 

𝑋2  0.371 

0.022 

1 

0 

0.436 

0.006 

0,692 

1.52×10-6 

0.457 

0.004 

0.351 

0.031 

0.145 

0.384 

𝑋3  0.487 

0.002 

0.436 

0.006 

1 

0 

0.705 

7.78×10-7 

0.517 

0.001 

0.454 

0.004 

-0.002 

0.991 

𝑋4  0.621 

3.13×10-5 

0,692 

1.52×10-6 

0.705 

7.78×10-7 

1 

0 

0.756 

3.99×10-8 

0.546 

0.001 

0.144 

0.387 
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 𝑿𝟏 𝑿𝟐 𝑿𝟑 𝑿𝟒 𝑿𝟓 𝑿𝟔 𝑿𝟕 

        

𝑋5  0.681 

2.54×10-10 

0.457 

0.004 

0.517 

0.001 

0.756 

3.99×10-8 

1 

0 

0.336 

0.039 

0.114 

0.496 

𝑋6  0.294 

0.073 

0.351 

0.031 

0.454 

0.004 

0.546 

0.001 

0.336 

0.039 

1 

0 

0.185 

0.265 

𝑋7  -0.002 

0.99 

0.145 

0.384 

-0.002 

0.991 

0.144 

0.387 

0.114 

0.496 

0.185 

0.265 

1 

0 

Description: Row 1 shows the correlation and row 2 shows the p-value 

 
Based on Table 1, we reject H0 and Highly correlated so Mahalanobis distance is used. If the number 

of clusters is 2, 3, and 4, and the c-index value (Table 1) is used to determine the number of clusters, then 
the AGNES method has 4 clusters and K-means has 3 clusters. 

Table 2. C-Index for AGNES and K-means  

Cluster AGNES K-means 

2 0.236 0.2865 

3 0.211 0.2309 

4 0.205 0.2562 

 

Dendrogram for AGNES show in Figure 2. That figure show that cluster 1 have 35 member, i.e. 
Bangkalan, Banyuwangi, Blitar, Bojonegoro, Bondowoso, Gresik, Jember, Jombang, Kota Batu, Kota Blitar, 
Kota Kediri, Kota Madiun, Kota Malang, Kota Mojokerto, Kota Pasuruan, Kota Probolinggo, Lamongan, 
Lumajang, Madiun, Magetan, Malang, Mojokerto, Nganjuk, Ngawi, Pacitan, Pamekasan, Ponorogo, 
Probolinggo, Sampang, Sidoarjo, Situbondo, Sumenep, Trenggalek, Tuban, Tulungagung, cluster 2 have 1 
member (Surabaya city), cluster 3 have 1 member (pasuruan), and cluster 4 have 1 member (Kediri).  

 

 
Figure 2. Dendogram of AGNES 

K-means has 3 cluster. First cluster have 24 members, i.e. Banyuwangi, Blitar, Bondowoso, Jember, 
Jombang, Kediri, Kota Batu, Kota Blitar, Kota Kediri, Kota Pasuruan, Magetan, Nganjuk, Pacitan, Sampang, 
Situbondo, Sumenep, Trenggalek, Bojonegoro, Lamongan, Madiun, Tulungagung, Ponorogo, Kota Madiun, 
Mojokerto. Second cluster have 6 members i.e. Kota Malang, Kota Mojokerto, Kota Surabaya, Lumajang, 
Malang, Sidoarjo. Third cluster have 8 members, i.e. Bangkalan, Gresik, Kota Probolinggo, Ngawi, 
Pamekasan, Pasuruan, Probolinggo, Tuban. Center value calculated using Equation (2) for K-means show 
in Table 3.  

Table 3. Center Value for K-means  

cluster 𝒙𝟏  𝒙𝟐  𝒙𝟑  𝒙𝟒  𝒙𝟓  𝒙𝟔  𝒙𝟕  

1 2.6 1.6 20.3 6.5 4.4 1.7 23.3 

2 8.0 0.0 3.0 8.0 7.0 0.0 13.0 

3 5.3 1.3 13.7 6.3 5.7 0.3 21.0 
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Based on Table 3 show that cluster 1 have highest variable in transvestites (𝑥2), male sex men (𝑥3), 
IDU (𝑥6), and pregnant women (𝑥7), cluster 2 have highest variable in female sex workers (𝑥1), high risk 
couples (𝑥4) and Customers of public sex workers variable (𝑥5), cluster 3 have lower center value than other 
clusters.  

AGNES method has 4 clusters and K-means has 3 clusters are used as ensemble members. Member of 
each cluster for AGNES and K-means show in Table 4 

Table 4. Crosstabulation Member AGNES and K-means 

K-means 
AGNES 

1 2 3 4 

1 23 0 0 1 

2 5 1 0 0 

3 7 0 1 0 

 

Table 4 show that AGNES cluster 2 is cluster 2 in K-means, AGNES cluster 3 is cluster 3 in K-means, 
and AGNES cluster 4 is cluster 1 in K-means.  

The relationship between AGNES and K-means show in WCT matrix calculated using Equation (6) 
in Figure 3. It can be seen that for the relationship between clusters in the AGNES there is a relationship 
between cluster 1 and clusters 2 (0.139), 1 and 3 (0.125), 1 and 4 (0.042), but there is no relationship between 
cluster 2 and clusters 3 and 4, and cluster 3 and cluster 4. Meanwhile, in the K-means there is the relationship 
between cluster 1 with clusters 2 (0.139), 1 and 2 (0.194), 2 and 3 (0.139). For relationships between cluster 
methods calculated using Equation (4) that have relationships, namely AGNES cluster 1 with clusters 1 in 
K-means (0.639), AGNES cluster 1 with cluster 2 in K-mean (0.139), AGNES cluster 1 and cluster 3 in K-
means (0.194), AGNES cluster 2 with cluster 2 in K-means (0.167), AGNES cluster 3 with cluster 3 in K-
means (0.125), AGNES cluster 4 with cluster 1 in K-means (0.042). Meanwhile, the others have no 
relationship because they have the value 0 in the w matrix calculation.  

 
Figure 4. The WCT Matrix between AGNES and K-means 

Ensemble cluster with AGNES method has 4 clusters and K-means has 3 clusters as members yield c-
index for 2, 3, and 4 cluster respectively 0.254, 0.226, and 0.205. It shows that ensemble cluster have 4 cluster 
and the member of each cluster is same with AGNES. The characteristics of each cluster can be seen from 
the average value of each variable shown in Table 5 

Table 5. Center Value for Ensemble 

Variable Cluster 1 Cluster 2 Cluster 3 Cluster 4 

female sex workers (𝑥1) 4.222 17.000 10.000 3.000 

transvestites (𝑥2) 1.083 3.000 3.000 1.000 

Male sex men (𝑥3) 13.306 226.000 15.000 42.000 

High risk couples (𝑥4) 6.500 25.000 21.000 14.000 

Customers of public sex workers (𝑥5) 5.389 14.000 11.000 30.000 

IDU (𝑥6) 0.278 8.000 16.000 1.000 

Pregnant women (𝑥7) 16.028 23.000 40.000 17.000 
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Table 5 show that cluster 1 have lower center value than other cluster, cluster 2 have highest variable 
in transvestites (𝑥2), male sex men (𝑥3), and high risk couples (𝑥4), cluster 3 have highest variable in 

transvestites (𝑥2), IDU (𝑥6), and pregnant women (𝑥7), cluster 4 have highest variable in female sex workers 
(𝑥1), and Customers of public sex workers (𝑥5). 4 cluster in ensemble or AGNES can mapping in East Java 
as show in Figure 5 

 

 
Figure 5. HIV/AIDS Cases in East Java based on Ensemble or AGNES Clustering  

 

The ensemble clustering solution results in four clusters, outperforming its individual components 
(AGNES and K-means). However, the cluster members in the ensemble solution are identical to those of 
AGNES. The performance of ensemble clustering is influenced by two key factors: diversity and quality. The 
selection of a subset of ensemble members, based on these factors, often results in a more accurate and reliable 
solution [18]. This research problem is addressed by enhancing the clustering process through the integration 
of AGNES and K-means, where the ensemble method is shown to optimize clustering outcomes by balancing 
between diversity and quality. By leveraging these principles, the solution not only ensures accuracy but also 
provides a novel approach to clustering in the context of HIV case analysis in East Java. 

 
 

4. CONCLUSIONS 

The Mahalanobis distance is used in cluster analysis because there is multicollinearity between 
variables. If the number of clusters is 2, 3, and 4, and the c-index value is used to determine the number of 
clusters, then the AGNES method has 4 clusters and K-means has 3 clusters. AGNES and K-means results 
are used as ensemble members. Based on the c-index value, the number of clusters formed in the AGNEs-K-
means ensemble is 4. The ensemble cluster members are the same as AGNES.   
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