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ABSTRACT 

Article History: 
In the pursuit of the Sustainable Development Goals (SDGs), health-related challenges, 

especially hypertension, remain a significant global issue. The third goal of the SDGs aims 
to improve the quality of life and well-being of all individuals, but hypertension is a serious 

problem that can hinder these goals. Often referred to as the "silent killer" by the World 

Health Organization (WHO), hypertension is exacerbated by low awareness. Globally, 

more than 1.28 billion adults suffer from hypertension, with most cases in lower to middle-
income countries, including Indonesia. Indonesia has an alarming rate of hypertension 

incidence, ranking fifth highest in the world. Riset Kesehatan Dasar (Riskesdas) 2023 and 

the Indonesia Family Life Survey (IFLS) are critical for understanding hypertension risk 

factors in Indonesia. The IFLS data, obtained from www.rand.org, includes observations 

from October 2014 to April 2015, totalling 85 observations. Despite being over 10 years 
old, this dataset was selected because it remains the most recent comprehensive data 

available from RAND, representing 83% of the Indonesian population. The IFLS is 

conducted every 7-8 years, with the next wave of data expected soon. Most studies on 

hypertension globally and in Indonesia use parametric regression methods. However, a 

research gap exists as no studies have used Multivariate Adaptive Regression Splines  
(MARS) on IFLS data to analyze hypertension risk factors. This study addresses this gap by 

comparing binary logit regression and MARS. The analysis shows the Apparent Error Rate 

(APPER) for MARS is 84.706%, while for binary logistic regression it is 80%, indicating 

MARS is better at classifying hypertension data in Indonesia. Using MARS offers a novel 

approach to understanding hypertension risk factors in Indonesia. Despite the data's age, 
it remains relevant as primary causes and risk factors for hypertension have not changed, 

making the findings valuable for current health policy and strategies. 
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1. INTRODUCTION 

In the pursuit of achieving the Sustainable Development Goals (SDGs), there are still a number of 
challenges facing the world today. The third goal of the SDGs is to guarantee a healthy quality of life and 
improve the well-being of all individuals, regardless of age. One of the most significant health problems is 
hypertension, a condition in which systolic blood pressure exceeds 140 mmHg and diastolic pressure exceed 
90 mm Hg [1]. According to the World Health Organization (WHO), about 46% of adults suffering from 
hypertension are unaware of their condition, so the disease is often referred to as "the silent killer of death". 
Causes of hypertension involve a number of factors that need to be weighed. These factors include gender, 
age, body mass index (BMI), physical activity, and the respondent's psychological condition.  

Globally, there are 1.28 billion adults aged 30-79 suffering from hypertension, with more than two 
thirds of them living in low- and middle-income countries, including Indonesia [2]. Based on the results of 
Riset Kesehatan Dasar (Riskesdas) in 2023, the incidence of hypertension in Indonesia reached 30.8% of the 
total population. Among them, Indonesia ranks fifth as the country with the most severe hypertension in the 
world [3]. To obtain information related to hypertension in Indonesia can be done Indonesia Family Life 
Survey (IFLS). IFLS is a longitudinal survey carried out in Indonesia with samples representing about 83% 
of the Indonesian population [4]. Therefore, data from the IFLS survey is needed for an analysis of 
understanding of the risk factors of hypertension as a form of effective hypertensive prevention and 
management efforts. 

The influence of factors associated with hypertensive patients based on the data obtained from the 
Indonesia Family Life Survey (IFLS) can be analyzed through the implementation of regression. Regression 
is a statistical method used to measure the relationship between two or more variables that have a correlation 
[5]. Two regression approaches that can be used are parametric and non-parametric regression. [6]. In the 
context of the analysis, the study compared the results of the modeling with the methods of parametric and 
non-parametric regression. The method used in the study is binary logit regression, whereas the method used 
as a comparison is the Multivariate Adaptive Regression Splines (MARS), introduced by Friedman in 1991. 
The main advantages of this method are its ability to solve problems that arise when data has a curse of 
dimensionality and its capacity to overcome the weaknesses of a parametric regression model in producing a 
continuous model at the cutting points [7]. 

There is a number of studies related to hypertension, such as the study by Naiborhu entitled Survival 
Analysis with Multivariate Adaptive Regression Splines (MARS) Approach in Hypertension Disease Cases. 
The results of the study state that the factors influencing the rate of healing of hypertensive patients are age 
variables, diabetes, kidneys, systolic, and diastolic [8]. Another study is entitled Comparison Classification 
of Hypertension Diseases using Binary Logistic Regression and C4.5 algorithm, which was made by 
Rumaenda. The results of the study show that the variables that influence the probability of hypertension 
include gender, systolic blood pressure, and the presence of other diseases with an APER of 27 .4648% [9]. 
In this study, binary variables are used for dependent variables. Additional factors will be tested such as 
gender, age, BMI, physical activity, and a psychologist to see if there is an influence between the factors and 
the hypertension suffered. In statistics, the MARS and Logit Regression binary models can be used to estimate 
the regression model where the variable used is a binary variable.  

Based on some of the phenomena that have been shown, the researchers wanted to describe the general 
overview of modeling hypertension cases in Indonesia, assess and compare the modeling of MARS models 
and logit regression binary on the factors that influence hypertension disease based on data from the Indonesia 
Family Life Survey. (IFLS). It is hoped that this study will reveal factors that play an important role in rising 
rates of hypertension so that readers can prevent it as soon as possible.  

 

2. RESEARCH METHODS 

2.1 Data Sources 

In research using secondary data sourced from Indonesia Family Life Survey in 2014. The units of  
observation in this study were household life aspects that include five aspects. The Number of people that 
were observed was 85 people. 
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2.2 Research Variables 

A research variable is a representation of an event, behavior, character, or trait that is calculated [10]. 
The variables used in this study consist of response variables and predictor variables. Variable response (𝑌) 
used in this study are people with disease Hypertension in 2014, meanwhile variable predictors (𝑋) used are 
as many as 5 variables. Here are the variables Responses and predictors used in this study  is shown in Table 

1. 

Table 1. Research Variable 

Variable Variable Name Scale Note 

𝒀 Diagnosis of Hypertension Nominal 1 = Diagnosed with Hypertension 

2 = Not Diagnosed with Hypertension 

𝑿𝟏 Sex Nominal 1 = Male 

2 = Female 

𝑿𝟐 Age Nominal 1 = patients aged less than 45 years old 

2 = patients aged more than or equal to 45 years old 

𝑿𝟑 Body Mass Index (BMI) Ratio Body Mass Index (BMI) Score with unit of 𝑘𝑔/𝑚2  

𝑿𝟒 Psychological condition Ratio Psychological Condition Score 

𝑿𝟓 Physical activity Nominal 1 = High physical acivity  

2 = Low 

 

The data structure used in this study is shown in  Table 2. 

Table 2. Data Structures Used 

No. 𝒀 𝑿𝟏 𝑿𝟐 𝑿𝟑 𝑿𝟒 𝑿𝟓 

1 𝑌1 𝑋1.1 𝑋2.1 𝑋3.1 𝑋4.1 𝑋5.1 

2 𝑌2 𝑋1.2 𝑋2.2 𝑋3.2 𝑋4.2 𝑋5.2 

3 𝑌3 𝑋1.3 𝑋2.3 𝑋3.3 𝑋4.3 𝑋5.3 

: 
: 

: 
: 

: 
: 

: 
: 

: 
: 

: 
: 

: 
: 

85 𝑌85 𝑋1.85 𝑋2.85  𝑋3.85  𝑋4.85  𝑋5.85  

2.3 MARS Model Estimation 

Multivariate Adaptive Regression Spline (MARS) is nonparametric regression technique capable of 
incorporating both additive and interaction effects among predictor variables [11]. This method can yield 
accurate predictions for the regression curve shape based on unknown pattern relationships between response 
and predictors. The MARS model as follows: 

𝒚𝒊 = 𝒂𝟎 + ∑ 𝒂𝒎

𝑴

𝒎=𝟏

𝑩𝒎𝒊(𝒙,𝒕) + 𝜺𝒊 (𝟏) 

 
2.3.1 Basic Function Combination 

MARS is a versatile approach for modeling high-dimensional regression data [12]. The calculation 
was conducted using the MARS application by combining Basis Function (BF), Maximum Interaction (MI), 
and Minimum Observation between knots (MO). The value of BF ranges from 10 to 20, MI includes 1 and 
2, while MO consists of 0, 1, 2, and 3. The criterion for the best model is the lowest value of the Generalized 
Cross Validation (GCV). If there are similar minimum GCV values, then it can be observed from the 

maximum value of 𝑅2 and the minimum value of Mean Square Error (MSE). 
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2.3.2 Basic Function Estimation 

Basic function estimation can be examined when the best model is already found. the MARS model 
obtained to estimate the dependent variable. In this research, dependent variables consist of two values 
therefore the probability model can be determined. to determine which independent factors that influence 
dependent variables, it can be observed through the interpretation of odds ratios.  

𝑃(𝑌 = 1|𝑋1, 𝑋2, … , 𝑋𝑝) =
1

1 + 𝑒−(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑝𝑋𝑝)
(2) 

 

𝑃(𝑌 = 1|𝑋1, 𝑋2, … , 𝑋𝑝) represents the probability that the response variable equals 1 (or success) given 

the values of predictor variables 𝑋1, 𝑋2, … , 𝑋𝑝 and 𝛽0 is the intercept while 𝛽1, 𝛽2, … , 𝛽𝑝 are the coefficients 

associated with 𝑋1, 𝑋2, … , 𝑋𝑝 respectively. Thus, can be rewrite as formula below. 

𝑂𝑅 𝐵𝐹𝑖 =
exp(𝐵𝐹0 + 𝐵𝐹𝑖 (𝑋𝑖))

1 + exp(𝐵𝐹0 + 𝐵𝐹𝑖(𝑋𝑖))
(3) 

 
where 𝑖 = 1,6,7  

2.4 MARS Model Significance Test 

Significance testing of the MARS model is conducted when the assumptions on the residuals have been 
met. This test is used to check the significance of parameters and evaluate the model's fit.  

2.4.1 MARS Model Basic Function Simultaneous Test 

Simultaneous testing aims to determine whether all basis function coefficients in the MARS model 
simultaneously exhibit an influence on the response variable by using F-test score. 

Hypotheses : 

𝐻0 : 𝑎𝑚 =  0 ; 𝑚 = 1,6,7 
𝐻1 : at least one of 𝑎𝑚  ≠  0, 𝑚 = 1, 6, 7 
 
Statistics test : 

𝐹𝑠𝑐𝑜𝑟𝑒 =
∑ (�̂�𝑖 − 𝑦)/𝑀𝑛

𝑖=1

∑ (𝑦𝑖 − �̂�𝑖)2/𝑁 − 𝑀 − 1 𝑛
𝑖=1

 

With critical point where reject 𝐻0 if 𝐹𝑠𝑐𝑜𝑟𝑒 > 𝐹𝛼 (𝑀;𝑁−𝑀−1) or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 

 
2.4.2 MARS Model Basic Function Partial Test 

Partial testing aims to determine whether each basis function coefficient in the MARS model, 
individually, shows an influence on the response variable by using T-test score. 

Hypotheses : 
𝐻0 : 𝑎𝑚 =  0 ; 𝑚 = 1,6,7 
𝐻1 : at least one of 𝑎𝑚  ≠  0, 𝑚 = 1, 6, 7 
 
Statistics test : 

𝑡𝑠𝑐𝑜𝑟𝑒 =
𝑎𝑚

𝑆𝑒(�̂�𝑚)
 

Where 𝑆𝑒(𝑎𝑚) = √𝑣𝑎𝑟(𝑎𝑚)  
With critical point where reject 𝐻0 if 𝑡𝑠𝑐𝑜𝑟𝑒 > 𝐹(𝛼

2
;𝑁−𝑀) or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 
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2.5 Variable Importance Level Test 

The importance level of variables is one of the outputs generated by the MARS application. The 
importance level of variables is used to rank predictor variables that influence the response variable . The 
criteria used to estimate the importance of variables in MARS models are nsubsets, GCV (Generalized Cross 
Validation), and RSS (Residual Sum of Squares). The nsubsets criterion calculates the number of model 
subsets that include a particular variable, assuming that variables appearing in more subsets are considered 
more important. With the RSS criterion, the total decrease in RSS is computed for each subset when adding 
a variable, where variables causing a greater decrease in RSS are deemed more significant. A similar approach 
applies to the GCV criterion, where an increase in GCV value indicates a detrimental impact on the model. 
For ease of interpretation, decreases in RSS or GCV values are scaled such that the largest decrease 
corresponds to a scale of 100. 

2.6 Logistic Binary Regression Model Estimation 

Binary logistic regression is used to model the probability of a certain event occurring based on the 
influence of influencing factors. The binary logistic regression model is employed to depict the connection 
between a binary dependent variable and numerous independent variables, whether they are continuous or 
categorical [13]. In binary logistic regression, the response variable Y follows a Binomial distribution [14]. 
The binary logistic regression model used is [15]. 

𝜋(𝑥𝑖) =
exp(𝛽0 + 𝛽1𝑥1𝑖 + ⋯ + 𝛽𝑝𝑥𝑝𝑖) 

1 + exp(𝛽0 +  𝛽1𝑥1𝑖 + ⋯ + 𝛽𝑝𝑥𝑝𝑖) 
(4) 

2.7 Logistic Binary Model Suitability Test 

Model fit test is a procedure used to determine whether there is a difference between predictions and 
observed results (whether the model is appropriate or not)  [15]. 

Hypotheses: 
𝐻0 : Model fits (no difference between observed and predicted results) 

𝐻1 : Model does not fit (there is a difference between observed and predicted  results) 
 
Statistics test :  

�̂̂� =  ∑
(𝑜𝑘  − 𝑛𝑘

′  𝜋𝑘̅̅ ̅)2

(𝑛𝑘
′ 𝜋𝑘̅̅ ̅)(1 −  𝜋𝑘̅̅ ̅)

𝑔

𝑘=1

(5) 

2.8 Logistic Binary Regression Model Signification Test 

2.8.1 Model Coefficient Partial Test 

Wald Testing is conducted to evaluate the influence of each coefficient 𝛽𝑗 either partially or 

individually  [15]. 

Hypotheses: 
𝐻0 ∶ 𝛽𝑗 = 0, 𝑗 = 1,2, . . . , 𝑝 (there is no influence between the independent and dependent variable) 

𝐻1 ∶ There is at least one 𝛽𝑗 ≠ 0,  𝑗 = 1,2, . . . , 𝑝 (There is at least one independent variable that influence the 

dependent variable) 
 
Statistics test :  

𝑊𝑗  =  [
𝛽�̂�

𝑠𝑒(𝛽�̂� )
]

2

(6) 
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2.8.2 Model Coefficient Simultaneous Test 

Likelihood Ratio Testing is conducted to determine and assess the significance of the coefficient 𝛽 on 

the dependent variable simultaneously  [15]. 

Hypotheses: 
𝐻0 : 𝛽1 = 𝛽2 =. . . = 𝛽𝑝 = 0 (there is no influence between the independent and dependent variable) 

𝐻1 : There is at least one 𝛽𝑗 ≠ 0,  𝑗 = 1,2, . . . , 𝑝 (There is at least one independent variable that influence the 

dependent variable) 
 
Statistics test :  

𝐺2  =  −2 ln (
𝐿 (�̂�)

𝐿 (Ω̂)
) (7) 

2.9 Multicollinearity Test 

Multicollinearity is one of the assumptions that must be met in binary logistic regression. The data 
must be non-multicollinear to be processed into advanced binary logistic regression stages. Multicollinearity 
detection can be done using the VIF (Variance Inflation Factors) value. The VIF value should be less than 10 
to ensure there is no multicollinearity among variables [16]. The formula for VIF is [17] 

𝑉𝐼𝐹 =
1

1 − 𝑅2
(8) 

2.10 Comparison between MARS and Binary Logistic Regression 

In the world of classification, accuracy plays a crucial role in assessing how well a model can identify 
and predict data. Therefore, it is important to check the classification accuracy (APPER). Apparent Error 
Rate (APPER) describes the proportion of incorrect classifications relative to the total [18]. 
 

3. RESULTS AND DISCUSSION 

3.1 Descriptive Statistics 

Before modeling someone suffering from hypertension, we will first describe the variables studied. 
The general description of the data is as follows 

 

 
Figure 1. Bar Chart of Hypertension Types 

 

Based on the Figure 1 it can be concluded that of the 85 respondents who took part in the survey, there 
were 68 respondents who suffered from hypertension and 17 respondents who did not suffer from 
hypertension 
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Figure 2. Gender Bar Chart 

 
Based on the Figure 2, it can be concluded that of the 85 correspondents who took part in the survey, 

there were 41 respondents who had gender 1, namely men and 44 respondents who had gender 2, namely 
women. 

 

 
Figure 3. Age Bar Chart 

 
Based on Figure 3, it can be concluded that of the 85 respondents who took part in the survey, there 

were 65 respondents who were included in age category 1 and 20 respondents who were included in age 
category 2. 

 
Figure 4. Body Mass Index Scatter Chart 

 

Based on Figure 4, it can be concluded that of the 85 respondents who took part in the survey, there 
were the Body Mass Index (BMI) value obtained from respondents was between 40.5 and 14.6. 
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Figure 5. Physiological Condition Score Scatter Chart 

 

Based on Figure 5, it can be concluded that of the 85 respondents who took part in the survey, there 
were the Physiological condition value obtained from respondents was between 1 and 9. 

 

 
Figure 6. Physical Activity Score Bar Chart 

 

Based on Figure 6, it can be concluded that of the 85 respondents who took part in the survey, there 
were 37 respondents who were included in physical activity score category 1 and 48 respondents who were 
included in age category 2. 

3.2 Modeling with MARS 

The MARS (Multivariate Adaptive Regression Splines) method has the advantage of handling high-
dimensional data by overcoming the “curse of Dimensionality” through selecting and breaking down data 
into relevant segments. As a non-parametric method, MARS does not require assumptions about variable 
relationships, so it can capture complex and non-linear relationships that are difficult to handle by linear 
regression. The flexibility of MARS in using the basis of adaptive spline functions allows the model to adapt 
well to data patterns, providing accurate and easy-to-interpret results. Therefore, this study uses the MARS 
method. In this study, the MARS method was used to model the incidence of hypertension based on 5 
predictor variables. Calculations are carried out with the help of the MARS application by combining Basis 
Function (BF), Maximum Interaction (MI), and Minimum Observation between knots (MO). The criterion 
for the best model is the lowest Generalized Cross Validation (GCV) value. If there is a similarity in the 

minimum GCV value, it can be seen from the maximum 𝑅2 value and the minimum Mean Square Error 
(MSE) value. The best model resulting from the combination is at the base ten function value. The results of 
the combination of base ten functions are as follows.  

Table 3. Base Ten Function Combinations 

BF MI MO R-Square MSE GCV 

10 1 

0 0.22 0.114 0.128 

1 0.23 0.113 0.126 

2 0.222 0.114 0.127 
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BF MI MO R-Square MSE GCV 

3 0.22 0.114 0.128 

2 

0 0.124 0.118 0.143 

1 0.318 0.092 0.112 

2 0.266 0.101 0.12 

3 0.254 0.101 0.122 

 
Based on Table 3, it can be seen that the best model is obtained from a combination of base functions 

of 10, maximum interactions of 2, and minimum observations between knots of 1. The best model estimates 
for modeling hypertension in Indonesia is showed in Table 4. 

Table 4. Best Model Basis Function Estimation 

Basis Function (BF) Parameter Estimation 

BF0 1.585 

BF1 = (𝑋2 = 1) -0.514 

BF6 = max(0, 19.575 − 𝑋3
)BF2  

where BF2 = (𝑋2 = 2) 

-0.344 

Basis Function (BF) Parameter Estimation 

BF7 = (𝑋1 = 1)𝐵𝐹4 

where : BF4 = max(0,7.000 − 𝑋4
) 

0.801 

 
Based on the Table 4, the following MARS model was obtained to estimate hypertension in Indonesia: 

�̂� = 1.585 − 0.514 BF1 − 0.344 BF6 + 0.801 BF7 

 In this study. the response variable consists of two values so that a model of the probability of 
someone getting hypertension is obtained with the following equation.  

𝑃(𝑌 = 2) =  𝜋((𝑥) =
exp(1.585 − 0.514 BF1 − 0.344 BF6 + 0.801 BF7)

1 + exp(1.585 − 0.514 BF1 − 0.344 BF6 + 0.801 BF7)
 

 
3.2.1 MARS Model Significance Test 

1. Simultaneous test 

The simultaneous test aims to determine whether all the basis function coefficients in the MARS model 
simultaneously show an influence on the response variable. The test statistical results from this test were 
obtained using the help of the MARS application and the results obtained were as follows. 

Table 5. Simultaneous Test of MARS Model Coefficients 

Statistics Test Value 

F-test score 22.197 

𝑃 − 𝑣𝑎𝑙𝑢𝑒  0.138123 ×  10−9  

Based on the Table 5, the resulting 𝑝 − 𝑣𝑎𝑙𝑢𝑒 0.138123 × 10−9 , which is less than the significance 
level (𝛼 =  0.05). Therefore, the decision obtained is to reject 𝐻0, so the conclusion is that there is at least 
one 𝑎𝑚 that is not equal to zero, with 𝑚 = 1, 6, and 7. This can be interpreted that the model obtained is 
appropriate and shows that there is a relationship between the coefficients basis functions with response 
variables. 

 

2. Partial test 

The partial test aims to determine whether each basis function coefficient in the MARS model partially 
shows an influence on the response variable. The test statistical results from this test were obtained using the 
MARS application and the results obtained were as follows. 
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Table 6. Partial Test of MARS Model Coefficients 

Parameter Estimate S.E. T-Ratio P-value Decision 

Constant 1.585 0.077 20.519 0.999201 × 10−15 Reject 𝐻0 

BF1 −0.514 0.085 −6.019 0.488104 × 10−7 Reject 𝐻0 

BF6 −0.344 0.098 −3.509 0.738362 × 10−3 Reject 𝐻0 

BF7 0.801 0.156 5.141 0.185867 × 10−5 Reject 𝐻0 

Based on the Table 6, the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 obtained for each basis function in the model is less than the 
significance level (𝛼 =  0.05). Therefore, the decision obtained is to reject 𝐻0, so the conclusion is that the 

values 𝑎1, 𝑎6 and 𝑎7 are not equal to zero. This can be interpreted that the model obtained shows a relationship 
between the basis function coefficients and the response variable.  

3.2.2 Variable Importance Level 

The level of variable importance is used to rank the predictor variables that influence the response 
variable. The level of importance of variables in modeling Gini ratio data in Indonesia is as follows.  

Table 7. Variable Importance Level 

Variable Variable Name Level of Importance GCV reduction 

𝑋2  Age 100 % 0.141 

𝑋1  Sex 93.774 % 0.137 

𝑋4  Psychological condition 93.774 % 0.137 

𝑋3  BMI 51.249 % 0.119 

𝑋5  Physical activity 0 % 0.112 

Based on the Table 7, it can be seen that the predictor variable that has the most influence on the 
response variable is the Age variable with an importance level of 100% and BMI can reduce the Generalized 
Cross Validation (GCV) value by 0.141. Meanwhile, the predictor variable which has an importance level of 
0% is the Physical Activity variable. If we look at the contribution of predictor variables in reducing GCV, it 
is found that the physical activity variable can reduce the GCV value by 0.112.  

3.3 Binary Logistic Regression Modeling 

Binary logistic regression modeling is carried out according to the steps explained in section 2.6. 
Based on the analysis results, the binary logistic regression probability equation is obtained as follows.  

(𝑌 = 2|𝑋1 = 1, 𝑋2 = 1) =
exp(0.2460 −  0.1021 𝑋3  +  0.3524 𝑋4 +  0.1705 𝑋5)

1 + exp(0.2460 −  0.1021 𝑋3  +  0.3524 𝑋4 +  0.1705 𝑋5)
 

𝑃(𝑌 = 2|𝑋1 = 1, 𝑋2 = 2) =
exp(−2.266 −  0.1021 𝑋3  +  0.3524 𝑋4 +  0.1705 𝑋5)

1 + exp(−2.266 −  0.1021 𝑋3  +  0.3524 𝑋4 +  0.1705 𝑋5)
 

𝑃(𝑌 = 2|𝑋1 = 2, 𝑋2 = 1) =
exp(0.4380 −  0.1021 𝑋3  +  0.3524 𝑋4 +  0.1705 𝑋5)

1 + exp(0.4380 −  0.1021 𝑋3  +  0.3524 𝑋4 +  0.1705 𝑋5)
 

𝑃(𝑌 = 2|𝑋1 = 2, 𝑋2 = 2) =
exp(−2.074 −  0.1021 𝑋3  +  0.3524 𝑋4 +  0.1705 𝑋5)

1 + exp(−2.074 −  0.1021 𝑋3  +  0.3524 𝑋4 +  0.1705 𝑋5)
 

3.3.1 Multicollinearity Test 

Multicollinearity is one of the assumptions that must be met in binary logistic regression. 

Table 8. VIF values for predictors 

Variable VIF 

𝑋1  1.09 

𝑋2  1.25 
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Variable VIF 

𝑋3  1.03 

𝑋4  1.27 

𝑋5  1.29 

Based on the table above, it is found that there is no VIF value more than 10, so it can be concluded 
that there is no multicollinearity between variables. 

3.3.2 Model Suitability Test 

In this test, the Hosmer and Lemeshow test was carried out. The results of the analysis are as follows.  

Table 9. Fit Test of the Binary Logit Regression Model 

Test DF Chi-Square P-value 

Deviance 79 66.16 0.848 

Pearson 79 90.28 0.181 

Hosmer-Lemeshow 8 4.73 0.786 

Based on the Table 9, the Hosmer-Lemeshow 𝑝 − 𝑣𝑎𝑙𝑢𝑒 is 0.786, which is more than 0.05. Then a 
decision can be made that it fails to reject 𝐻0. So, it can be concluded that the model is declared fit for the 
data. 

3.3.3 Significance Test of the Binary Logistic Regression Model 

The results of significance testing are available in the following table. 

Table 10. Logit Regression Significance Test 

Source DF Chi-Square P-Value 

Regression 5 14.59 0.012 

𝑋1  1 0.09 0.767 

𝑋2  1 12.94 0.000 

𝑋3  1 1.40 0.236 

𝑋4  1 3.68 0.055 

𝑋5  1 0.82 0.365 

 
1. Simultaneous Test 

Based on the Table 10, the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 is 0.012, which is less than 0.05. Then a decision can be taken 
to reject 𝐻0. So, it can be concluded that there is at least one variable that influences the model.  

 
2. Partial test 

Based on the Table 10, the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 for 𝑋1, then a decision can be made that it fails to reject 𝐻0. So, 
it can be concluded that the variables 𝑋1, 𝑋3, 𝑋4, 𝑋5 do not have a significant influence. Meanwhile, the 
variable 𝑋2 has a 𝑝 − 𝑣𝑎𝑙𝑢𝑒 of 0.000, which is less than 0.05 and means that the age variable has a significant 
influence on the model. 

3.3.4 Model Accuracy 

In the MARS modeling, it was found that a total of 13 data points had incorrect predictions, while 85 
other data points had predictions that matched the actual data. The APPER value is obtained as follows:  

𝐴𝑃𝑃𝐸𝑅 =
13

85
= 0,15294 

Thus, the classification accuracy of the Gompit model is: 
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(1 − 𝐴𝑃𝑃𝐸𝑅)𝑥100% = (1 − 0,15294) × 100% = 84.706 % 

In the Binary Logistic Regression modeling, it was found that a total of 17 data points had incorrect 
predictions, while 68 other data points had predictions that matched the actual data. The APPEAR value is 
obtained as follows: 

𝐴𝑃𝑃𝐸𝑅 =
17

85
= 0.2 

Thus, the classification accuracy of the Gompit model is: 

(1 − 𝐴𝑃𝑃𝐸𝑅) × 100% = (1 − 0.2) 𝑥 100% = 80 % 

3.4 Comparison of the Goodness of the MARS Model and Binary Logistic  Regression 

In the world of classification, accuracy plays an important role in assessing how well a model can 
identify and predict data. Therefore, it is important to check the accuracy of the classification (APPEAR). In 
MARS modeling, it was found that the total data that had incorrect predictions was 13 data while 85 other 
data had predictions that were the same as the actual data. So the classification accuracy of the logit model is 
84.706%. Meanwhile, in Binary Logit Regression modeling, it was found that the total data that had incorrect 
predictions was 17 data while 68 other data had predictions that were the same as the actual data. So, the 
classification accuracy of the logit model is 80%. 

 

4. CONCLUSIONS 

Based on the results of the analysis and discussion that have been written previously, the conclusions 
of this research are obtained, namely: 

1. In the response variable (𝑌) hypertension, it can be seen that of the 85 total respondents there are 68 
respondents who suffer from hypertension and 17 respondents who do not suffer from hypertension.  

2. The best MARS model is obtained from a combination of base 10 functions, maximum interaction of 2 
and minimum observation between knots of 1. With a Generalized Cross Validation (GCV) value of 
0.112, an R2 value of 0.318 and a Mean Square Error (MSE) of 0.092. Based on the estimation of the 
basis function, the model equation is obtained as follows: 

�̂� = 1.585 − 0.514 𝐵𝐹1 − 0.344 𝐵𝐹6 + 0.801 𝐵𝐹7 

3. Binary logistic regression modeling obtained a Hosmer-Lemeshow p-value of 0.119 where this value 
was more than 0.05, which means that it failed to reject 𝐻0 so that the model was declared suitable for 
the data. Apart from that, the model equation used is as follows: 

𝑃(𝑌 = 2|𝑋1 = 1, 𝑋2 = 1) =
exp(−0.2460 +  0.1021 𝑋3  −  0.3524 𝑋4 −  0.1705 𝑋5)

1 + exp(−0.2460 +  0.1021 𝑋3  −  0.3524 𝑋4 −  0.1705 𝑋5)
 

𝑃(𝑌 = 2|𝑋1 = 1, 𝑋2 = 2) =
exp(2.266 +  0.1021 𝑋3  −  0.3524 𝑋4 −  0.1705 𝑋5)

1 + exp(2.266 +  0.1021 𝑋3  −  0.3524 𝑋4 −  0.1705 𝑋5)
 

𝑃(𝑌 = 2|𝑋1 = 2, 𝑋2 = 1) =
exp(−0.4380 +  0.1021 𝑋3  −  0.3524 𝑋4 −  0.1705 𝑋5)

1 + exp(−0.4380 +  0.1021 𝑋3  −  0.3524 𝑋4 −  0.1705 𝑋5)
 

𝑃(𝑌 = 2|𝑋1 = 2, 𝑋2 = 2) =
exp(2.074 +  0.1021 𝑋3  −  0.3524 𝑋4 −  0.1705 𝑋5)

1 + exp(2.074 +  0.1021 𝑋3  −  0.3524 𝑋4 −  0.1705 𝑋5)
 

4. After analyzing using the MARS method and binary logistic regression, it was obtained that the MARS 
Apparent Error Rate (APPER) value was 84.706%, while the APPER value for binary logistic regression 
was 80%. So statistically the MARS method is better in classifying hypertension data in Indonesia. 
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