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ABSTRACT 
Gunungkidul Regency has the highest prevalence of stunted toddlers in the Special Region 
of Yogyakarta. This study aims to describe the optimal clustering results of toddler stunting 

cases using the k-means and fuzzy c-means methods and to describe the characteristic of the 

mapping results of stunting-prone areas for toddlers in Gunungkidul Regency for the years 

2020 – 2022. This study maps stunting-prone areas for toddlers across 30 community health 
centers in Gunungkidul Regency from 2020 to 2022, with variables including the percentage 

of babies with low birth weight, babies born stunted, babies receiving health services, stunted 

toddlers, toddlers receiving health services, babies given exclusive breastfeeding, poor 

couples of reproductive ages, and families with adequate drinking water. The k-means 
clustering method determines cluster membership using the distance between objects and 

centroids, while the fuzzy c-means method uses the degree of membership. Cluster evaluation 

uses the silhouette coefficient, Calinski-Harabasz index, Davies-Bouldin index, and Dunn 

index to obtain optimal clustering results. The mapping results are presented as a stunting 
vulnerability map. The findings indicate that the optimal number of clusters is two, with the 

fuzzy c-means method proving more optimal than the k-means method based on evaluation 

scores. In 2020, there were 23 community health centers in cluster 0 and 7 in cluster 1. In 
2021, there were 21 community health centers in cluster 0 and 9 in cluster 1. In 2022, there 

were 18 community health centers in cluster 0 and 12 in cluster 1. Generally, community 

health centers in cluster 0 are less optimal in specific nutrition interventions, such as for 

infants and toddlers. In contrast, those in cluster 1 are less optimal in sensitive nutrition 
interventions, such as poverty and water adequacy. 

Article History: 

Received: 19th January 2024 

Revised: 15th May 2024 

Accepted: 11th July 2024 

Published: 14th October 2024 

Keywords: 

Fuzzy c-means; 

K-means;

Gunungkidul Regency; 
Mapping;

Toddler Stunting

This article is an open access article distributed under the terms and conditions of the 

Creative Commons Attribution-ShareAlike 4.0 International License. 

How to cite this article: 

B. W. Mahardika and A. M. Abadi., " IMPLEMENTATION OF K-MEANS AND FUZZY C-MEANS CLUSTERING FOR MAPPING 

TODDLER STUNTING CASES IN GUNUNGKIDUL DISTRICT," BAREKENG: J. Math. & App., vol. 18, iss. 4, pp. 2231-2246, 

December, 2024. 

Copyright © 2024 Author(s)  

Journal homepage: https://ojs3.unpatti.ac.id/index.php/barekeng/  

Journal e-mail: barekeng.math@yahoo.com; barekeng.journal@mail.unpatti.ac.id 

Research Article ∙ Open Access 

 

http://creativecommons.org/licenses/by-sa/4.0/
https://ojs3.unpatti.ac.id/index.php/barekeng/


2232 Mahardika, et. al.     IMPLEMENTATION OF K-MEANS AND FUZZY C-MEANS CLUSTERING FOR...         

 

1. INTRODUCTION 

Stunting in children under five is defined as children aged 0 to 59 months who have a Z-score of less 

than -2 standard deviations based on height-for-age or length-for-age indicators [1]. On a global average, 

height growth slows with age, such as after birth to the third year of life [2]. Stunted children are characterized 

as physically short or stunted compared to other children their age due to chronic malnutrition [3][4][5][6]. 

This malnutrition occurs from pregnancy to after birth, which is commonly referred to as the First 1,000 Days 

of Life (HPK) [7][8][9]. Meanwhile, stunting also has a long-term impact, affecting brain development which 

impacts future thinking, productivity, creativity, and immunity [9][10][11][12][13]. In addition, the child will 

be susceptible to degenerative diseases when they grow up, such as diabetes, heart disease, cancer, kidney 

disease, and other non-communicable diseases [14]. This causes stunted child development, which can affect 

the quality of human resources in the future. 

Based on the results of the 2022 Indonesian Nutrition Status Survey (SSGI), the prevalence of stunting 

in Indonesia is 21.6%, while Gunungkidul Regency has a prevalence of 23.5%. The prevalence of stunting is 

still relatively high because it is still above the World Health Organization (WHO) standard, which is 20%, 

so it can be a big problem and cause concern [15]. The high prevalence of stunting is caused by direct causes, 

such as food consumption and infection status, as well as indirect causes, such as food security, social 

environment, health environment, and residential environment, where these two causes are influenced by 

various factors, one of which is economic conditions [8][16][17][18]. The Ministry of Health of the Republic 

of Indonesia seeks to reduce the prevalence of stunting with integrated nutrition interventions, which include 

nutrition-specific and nutrition-sensitive interventions [19]. Various indicators show the success of stunting 

interventions for children under five, some of which include the number of low birth weight babies, stunted 

babies, and toddlers, exclusive breastfeeding in infants, infant and toddler health services, poor childbearing 

age couples, and drinking water eligibility that can show the success rate of nutrition interventions. 

Analysis and mapping in reducing the prevalence of stunting is necessary for effective and targeted 

interventions [20][21]. Technological advances in computing and data processing programs can be used to 

cluster stunting cases [22]. Clustering can make it easier to see the characteristics of the factors that cause 

stunting in an area [23]. Based on this, various indicators of stunting intervention can be used as research 

material in the process of mapping stunting-prone areas in an area. 

Clustering is a process of grouping several objects into several clusters so that a cluster contains a 

collection of objects that have similar characteristics and is different from the collection of objects in other 

clusters [24][25]. Clustering can be done with various methods, some of which are fuzzy c-means and k-

means. Fuzzy c-means is a grouping of objects based on the degree of membership (between 0 and 1) in each 

cluster [26]. Meanwhile, k-means is one of the clustering algorithms that serve to partition objects into one 

or more clusters without knowing in advance the target class [27]. The k-means and fuzzy c-means methods 

are sensitive to outliers or the value of an object that is very different from the data set [28]. The data used is 

made to have the same and comparable range to prevent outliers so that the clustering results are more 

optimal. The k-means and fuzzy c-means methods have the result or output of this clustering in the form of 

group data. These results can be mapped to clarify the visualization of areas or areas prone to stunting so that 

interventions are more optimal [29]. 

There is research in the field of health, especially toddler nutrition, by comparing the two methods. 

The research was conducted for clustering health centers based on toddler nutrition in Surabaya, which used 

a cluster evaluation silhouette coefficient worth 0.518 with the k-means method and 0.497 with the fuzzy c-

means method, so in the study, the k-means algorithm was better because it had a slightly larger silhouette 

coefficient value [30]. In addition, many other studies in the health sector use the k-means or fuzzy c-means 

method with fairly optimal results, such as in the following studies [2][3][5][9][10][22][25]. 

Based on the description, this research aims to find out which clustering method is better between k-

means and fuzzy c-means based on evaluation values and is used to map areas prone to toddler stunting cases 

in Gunungkidul Regency in 2020-2022. The research was conducted with the assistance of Python 

programming and QGIS software for mapping the clustering results. The mapping was carried out because 

no research showed the mapping of areas prone to stunting cases in Gunungkidul.  
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2. RESEARCH METHODS 

2.1 Data Description 

The data for this study were obtained from the Family Health Sector (Kesga) DIY website [31], the 

Gunungkidul Regency Health Office, the Gunungkidul Regency Regional Development Planning Agency, 

and the Gunungkidul Land and Spatial Planning Office. The data underwent preprocessing to form a one 

dataset with 90 data objects, each indexed by community health centre and year, with 8 variables namely:  

a. Percentage of babies with low birth weight (𝑿𝟏) 

Birth weight is a fairly good indicator in determining the overall nutritional status of a baby and its 

well-being [32]. Low birth weight (LBW) babies are babies born with a weight of less than 2.5 kilograms due 

to short gestational age and/or stunted fetus growth, both of which are influenced by factors. risks, such as 

maternal, placental, fetus, and environmental factors [33]. This is caused by inadequate nutrition for the fetus 

during pregnancy. 

b. Percentage of babies born stunted (𝑿𝟐) 

Stunting occurs when a child's height or body length is shorter compared to children his age. The body 

length index according to age or height according to age of these toddlers has a Z-score of less than -2 standard 

deviations (Std) [32]. The high number of stunted babies born shows that the interventions carried out have 

not been optimal. 

c. Percentage of babies receiving health services (𝑿𝟑) 

Health services provide treatment for various health problems, one of which is related to malnutrition. 

This service can take the form of providing medication or certain products that are used to treat children 

experiencing malnutrition with various nutritional content that the body needs, such as vitamins, minerals, 

and protein, with steps starting from treatment of acute complications, healing, and recovery [32]. The quality 

of health services also depends on the quality of health workers. Poor health care for babies can be a factor 

in stunting. Thus, optimizing infant health services is in line with the aim of reducing the prevalence of 

stunting. 

d. Percentage of stunted toddlers (𝑿𝟒) 

Just like stunted babies born, the high number of stunted toddlers shows that the interventions carried 

out have not been optimal. 

e. Percentage of toddlers receiving health services (𝑿𝟓) 

Just like for babies, poor health services for toddlers can be a factor in stunting. Thus, optimizing 

toddler health services is in line with the aim of reducing the prevalence of stunting. 

f. Percentage of babies given exclusive breastfeeding (𝑿𝟔) 

Breast milk is given exclusively to babies so that they can develop well. WHO recommends exclusive 

breastfeeding during the first six months of life so that it can provide various important substances for the 

body, for example lactose which is the main source of carbohydrates [32]. 

g. Percentage of poor couples of reproductive ages (𝑿𝟕) 

According to the Regulation of the National Population and Family Planning Agency of the Republic 

of Indonesia Number 1 of 2023, couples of childbearing ages are married couples whose wives are aged 15 

– 49 years and are still menstruation, or a married couple whose wife is less than 15 years old, but is already 

menstruating [34]. Women with low welfare likely to marry before the age of 18 are four times more than 

women with high welfare, so these couples tend to remain poor [35]. 

h. Percentage of families with adequate drinking water (𝑿𝟖).  

Drinking water that is pure (not sea water or salt) and safe plays an important role in public health, one 

of which is in the food and beverage production process [32]. The suitability of drinking water from a house 

is closely related to the suitability of sanitation. 

This dataset was used in the clustering process and served as a reference for the stunting vulnerability 

level of a community health centre area. 
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2.2 Theoretical Review 

a. K-means Clustering 

K-means is a clustering algorithm that functions to partition existing data into one or more clusters 

without first knowing the target class [27]. The following is the algorithm for k-means clustering [36][37]: 

1) Determine the desired number of clusters, then calculate the average of each cluster. The initial 

selection of centroids is done randomly. 

2) Calculate the distance between objects from each cluster with the following Euclidean equation. 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑑

𝑖=1

(1) 

 

Where: 

𝑑(𝑥, 𝑦) : distance between 𝑥 and 𝑦 

𝑥𝑖 : centroid at the 𝑖 − th variable 

𝑦𝑖 : data at the 𝑖 − th variable 

𝑑 : the number of dimensions (variables) of the data 

𝑖  : index of variable 

Then, proceed to assign each point to its nearest cluster. 

3) Repeat the previous two steps when the last centroid value is equal to the previous centroid value. 

b. Fuzzy C-Means Clustering 

Fuzzy c-means is a fuzzy clustering algorithm which is a development of the k-means method. This 

method, which was first introduced by Dunn in 1973 and refined by Bezdek in 1981, will group objects with 

each object having a degree of membership (between 0 and 1) with each centroid of the cluster [26]. The 

steps in the fuzzy c-means algorithm are as follows [38], [39], [40]:  

1) Determine the number of clusters (𝒄), power (𝒎), smallest error (𝝃), the initial objective function 

(𝑱𝟎), initial iteration (𝒕 = 𝟎), and the maximum iteration (𝐌𝐚𝐱𝐈𝐭𝐞𝐫). 

2) Initiate the initial membership matrix with a random number 𝝁𝒌𝒊. 

3) Calculate the 𝒋 − 𝒕𝒉 centroid, 𝑽𝒊𝒍 with 𝒋 = 𝟏, 𝟐, … , 𝒄 and 𝒊 = 𝟏, 𝟐, … , 𝒅 as follows. 

𝑪𝒋𝒊 =
∑ (𝝁𝒌𝒋)

𝒎
𝒙𝒌𝒊

𝒏
𝒌=𝟏

∑ (𝝁𝒌𝒋)
𝒎𝒏

𝒌=𝟏

(2) 

Where: 

𝐶𝑗𝑖 : the 𝑗 − th centroid for the 𝑖 − th variable 

𝜇𝑘𝑗  : membership degree of 𝑥𝑘 in cluster-𝑗 

𝑚 : power 

𝑥𝑘𝑖  : the 𝑘 − th data (𝑥𝑘) on the 𝑖 − th variable 

4) Calculate the objective function at the 𝑡-th iteration, namely 𝐽𝑡, using the following equation. 

𝐽𝐹𝐶𝑀 = ∑ ∑(𝜇𝑘𝑗)
𝑚

𝑑2(𝑥𝑘 , 𝐶𝑗)

𝑐

𝑗=0

𝑛

𝑘=1

(3) 

 

Where: 

𝑛  : amount of data 

𝑐  : number of clusters with value 2 ≤  𝑐 <  𝑛 

𝑚  : power with value 𝑚 >  1 (in general 1 < 𝑚 <  3) 

𝑑2(𝑥𝑘 , 𝐶𝑗) : distance value between objects 𝑥𝑘 with the centroid 𝐶𝑗 

𝜇𝑘𝑗   : degree of membership of 𝑥𝑘 in the 𝑗 − th cluster with the equation 
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𝜇𝑘𝑗 =

(
1

𝑑𝑘𝑗
)

2
(𝑚−1)

∑ (
1

𝑑𝑘𝑙
)

2
(𝑚−1)𝑐

𝑙=1

(4) 

Where: 

𝑑𝑘𝑗  : Euclidean distance between 𝑥𝑘 with the 𝑗 − th centroid 

𝑑𝑘𝑙  : Euclidean distance between 𝑥𝑘 with each centroid 𝑙 (for all cluster, from 1 to 𝑐) 

5) Iteration stops if |𝐽𝑡+1 − 𝐽𝑡| < 𝜉 or 𝑡 > MaxIter. Otherwise, iteration continues with 𝑡 = 𝑡 + 1, and 

restarts from step 4. 

 

c. Cluster Evaluation 

Cluster evaluation is carried out to show the feasibility of the clustering results of a method using a 

certain value. There are several evaluation measures used in this research, namely as follows [28][40][41].  

1) Silhouette coefficient (SC) 

SC is formulated by considering the distance of each object within the cluster and between clusters 

[28]. The following is the equation for determining SC. 

SC =

∑
𝑏𝑘 − 𝑎𝑘

max(𝑎𝑘 , 𝑏𝑘)
𝑛
𝑘=1

𝑛
(5)

 

Where: 

𝑎𝑘 : the average distance of a particular object (𝑀𝑖) to all objects in the same cluster 

𝑏𝑘 : average object distance 𝑀𝑖 to all objects in each cluster (other than the cluster containing 

the point 𝑀𝑖)  

𝑛 : amount of data 

 

2) Calinski-Harabasz index (CHI) 

CHI is based on the relationship between the sum of the squares of the distance between the center of 

each cluster and the centroid of the data set and the sum of the squares of the distance between the 

center of each cluster and each point in the cluster [42]. The following is the equation for determining 

CHI.  

CHI =
𝐵𝐺𝑆𝑆

𝑊𝐺𝑆𝑆
∙

𝑛 − 𝑐

𝑐 − 1
(6) 

 

Where: 

𝑛 : amount of data 

𝑐 : number of clusters 

𝐵𝐺𝑆𝑆 : sum of squares of the distance between the center of each cluster and the centroid of the 

whole data 

𝑊𝐺𝑆𝑆 : sum of squared distances between the center of each cluster and each point in the cluster 

 

3) Davies-Bouldin index (DBI) 

DBI compares each cluster based on a function that measures the similarity of each pair of clusters, in 

the form of the average distance value of each point in the two clusters to each centroid [42]. The 

following is the equation for determining DBI. 

DBI =
1

𝑐
∑ 𝑅𝑗

𝑐

𝑗=1

(7) 

Where: 

𝑐 : number of clusters 

𝑅𝑗  : cluster similarity size (maximum) 
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4) Dunn index (DI) 

DI provides an evaluation value based on the square root of the minimum distance between two 

clusters (to measure differences between clusters) divided by the square root of the maximum distance 

between two points in a cluster (to measure the similarity between members of a cluster) [42]. The 

following is the equation to determine DI.  

DI =

min
𝑗′≠𝑗

{ min
𝑘𝜖𝐼𝑗

𝑘′𝜖𝐼𝑗′

{‖𝑀𝑘
{𝑗}

− 𝑀
𝑘′

{𝑗′}
‖}}

max
1≤𝑗≤𝑐

{ max
𝑘,𝑘′′𝜖𝐼𝑗

𝑘≠𝑘′′

{‖𝑀𝑘
{𝑗}

− 𝑀
𝑘′′
{𝑗}

‖}}

(8) 

 

Where: 

𝑀𝑘
{𝑗}

 : the 𝑘 − 𝑡ℎ data in the cluster 𝑗 

𝑀
𝑘′
{𝑗′}

 : the 𝑘′ − 𝑡ℎ data in the cluster 𝑗′ 

𝑀
𝑘′′
{𝑗}

 : the 𝑘′′ − 𝑡ℎ data in the cluster 𝑗 

𝑐 : number of clusters 

Evaluation value rule [41] are shown in Table 1 below: 
Table 1. Evaluation measure rules 

Evaluation Measure Rule 

SC Closest to 1 

CHI Maximum 

DBI Minimum 

DI Maximum 

Data source: Desgraupes, 2017 

2.3 Research Steps  

This research discusses the mapping of stunting-prone areas for toddlers at each community health 

center (Puskesmas) level in Gunungkidul Regency from 2020 to 2022, based on optimal clustering results 

using the k-means and fuzzy c-means methods. The study was conducted with the following steps: 

a. Data preprocessing 

All variables in the data are adjusted to a percentage to avoid noise and outliers to get optimal clustering 

results. Data preprocessing goes through the following steps: 

1) Data preparation 

Adjust the variables for the number of families with adequate drinking water and the number of 

families for each sub-district area into each community health center area based on the list of sub-

districts covering the community health center area so that all data has the same index and amount of 

data. After that, all variables can be combined into a dataset with same object data and index.  

2) Variable modification 

Adjusting all variables in the form of numbers into percentages, such as the percentage of babies given 

exclusive breastfeeding based on the number of babies, the percentage of poor couples of childbearing 

ages based on the number of couples of childbearing ages, and the percentage of families with 

adequate drinking water based on the number of families. 

3) Multicollinearity test 

This stage checks the correlation values between variables with Pearson correlation to ensure that 

there is no multicollinearity in the data. The following is equation of the Pearson correlation [43]. 

𝑟 =
𝑛 ∑ 𝑋𝑘𝑌𝑘

𝑛
𝑘=1 − (∑ 𝑋𝑘

𝑛
𝑘=1 )(∑ 𝑌𝑘

𝑛
𝑘=1 )

√(𝑛 ∑ 𝑋𝑘
2𝑛

𝑘=1 − (∑ 𝑋𝑘
𝑛
𝑘=1 )2)(𝑛 ∑ 𝑌𝑘

2𝑛
𝑘=1 − (∑ 𝑌𝑘

𝑛
𝑘=1 )2)

(9) 
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Where: 

𝑛 : number of objects 

𝑋𝑘 : the 𝑘 − th data of 𝑋 variable 

𝑌𝑘 : the 𝑘 − th data of 𝑌 variable 

b. Clustering using k-means and fuzzy c-means 

c. Clustering evaluation using SC, CHI, DBI, and DI 

d. Analysis of cluster characteristics and mapping of each year from the clustering results with the optimal 

method and number of clusters using QGIS 3.28.8 software 

The following is a diagram of the research steps in mapping areas prone to toddler stunting cases. 

Figure 1. Diagram of research steps 

 

3. RESULTS AND DISCUSSION 

3.1 Results 

The research data was adjusted at the preprocessing stage to obtain optimal results. In the data 

preparation, adjustments were made to the attributes of the number of families with proper drinking water 

(NFPDW) and the number of families (NF) which had a total of 144 objects (sub-district level) to 30 (health 

center level) to fit the dimensions of other attributes, so that Table 2 below is obtained: 

Table 2. Suitability of drinking water 

Health 

Center 

2020 2021 2022 

NFPDW NF NFPDW NF NFPDW NF 

Nglipar I 4173 4842 4242 4866 4242 4866 

Nglipar II 5303 6327 5783 6346 5783 6346 

Gedangsari I 5535 6898 5871 6828 5871 6828 

Gedangsari II 4891 7031 5927 7037 5927 7037 

Patuk I 5272 6107 5583 6111 5583 6111 

Patuk II 3655 5135 4390 5188 4390 5188 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

Semin II 6970 8880 7687 8880 7687 8880 

Playen I 10706 11811 10957 11782 10957 11782 

Playen II 8080 9101 8327 9133 8327 9133 

 

After that, each variable was modified into a percentage, such as the variables mentioned in the variable 

modification stage in data preprocessing. Furthermore, all variables were combined into a dataset with the 

health center and year indexes, resulting in Table 3 below: 

Table 3. Dataset 

Health Center Year 𝑿𝟏 𝑿𝟐 𝑿𝟑 𝑿𝟒 𝑿𝟓 𝑿𝟔 𝑿𝟕 𝑿𝟖 

Nglipar I 2020 2.6 22.73 84.42 12.6689 80.25 7.1429 70.1053 86.1834 

Nglipar II 2020 7.62 16.19 73.33 14.1558 82.48 2.3810 70.5856 83.8154 

Gedangsari I 2020 13.59 29.13 86.41 23.0942 86.36 29.6117 79.4128 80.2406 

Data Retrieval Data Preprocessing Clustering 

Clustering Evaluation 
Analysis of Cluster 

Characteristics and Mapping 



2238 Mahardika, et. al.     IMPLEMENTATION OF K-MEANS AND FUZZY C-MEANS CLUSTERING FOR...         

 

Health Center Year 𝑿𝟏 𝑿𝟐 𝑿𝟑 𝑿𝟒 𝑿𝟓 𝑿𝟔 𝑿𝟕 𝑿𝟖 

Gedangsari II 2020 5.44 13.61 41.5 20.6755 43.15 40.4762 88.8150 69.5634 

Patuk I 2020 7.8 14.15 81.95 14.5110 81.12 33.1707 43.0375 86.3272 

Patuk II 2020 4.3 17.74 100 19.3122 87.64 5.3763 47.1749 71.1782 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

Semin II 2022 6.67 11.56 74.56 10.0629 82.23 0 50.1085 86.5653 

Playen I 2022 4.47 3.83 65.84 15.6692 73.95 0 61.8557 92.9978 

Playen II 2022 2.9 10.51 96.86 15.4401 97.61 100 55.0183 91.1749 

  

The final part of the data preprocessing stage was checking the correlation value between variables to 

ensure that the data did not occur in multicollinearity. This stage was done by creating a correlation matrix 

visualization using Python programming. The following is the visualization of the correlation matrix in 

Figure 2. 

 
Figure 2. Correlation matrix visualization 

The results of the correlation output between variables and intervals in the visualization show that there 

is no multicollinearity in the dataset because there is no correlation worth 0.7 to 1.0 or -0.7 to -1.0 (high or 

very high) [44]. Thus, the dataset is suitable for clustering. The following is a statistical description of the 

dataset. 
Table 4. Data description 

Descriptive Statistics 𝑿𝟏 𝑿𝟐 𝑿𝟑 𝑿𝟒 𝑿𝟓 𝑿𝟔 𝑿𝟕 𝑿𝟖 

Count 90 90 90 90 90 90 90 90 

Mean 7.2268 16.2410 87.4370 16.4112 82.0068 30.7887 60.2705 85.5843 

Std 2.8914 8.5538 13.6431 4.5274 14.8917 38.0692 18.0068 6.0514 

Min 2.23 1.15 33.46 3.0211 34.31 0 11.4395 65.9735 

Max 13.59 32.97 100 28.4753 100 100 100 95.6395 

 

Table 4 shows that all variables have the same number of data objects, namely 90 data objects 

originating from 30 health centres in 2020 – 2022. Therefore, the clustering process is carried out on 1 dataset 

directly so that the clustering process is not carried out separately every year. Meanwhile, variable  
𝑋6 has the highest standard deviation value so it is likely to be the biggest influence in the clustering process. 

This is not a problem because the percentage value of each variable has the same influence according to the 

percentage value so it can be a guide in implementing stunting interventions. Thus, in reality there is still 

inequality in variable 𝑋6. 



BAREKENG: J. Math. & App., vol. 18(4), pp. 2231- 2246, December, 2024.   2239 

 

 

After going through the preprocessing stage, the clustering stage was continued. Clustering using the 

k-means method was done using Python programming assistance, with a total of 2 clusters (clusters 0 and 1). 

Here is the Python script for the k-means method. 

data = pd.read_excel('drive/MyDrive/filedata/data_all_new.xlsx', 'Sheet1', engine='openpyxl') 

kmeans = KMeans(n_clusters=2, random_state=0) 

cluster_labels = kmeans.fit_predict(data) 

result_kmeans = pd.DataFrame(cluster_labels, index=data.index) 

The following are the clustering results with the k-means method in Table 5. 

Table 5. Clustering Results Using the K-Means Method (2 clusters) 

Health Centre 2020 2021 2022 

Nglipar I 0 0 1 

Nglipar II 0 0 0 

Gedangsari I 0 0 0 

Gedangsari II 0 1 1 

Patuk I 0 0 0 

Patuk II 0 0 0 

⋮ ⋮ ⋮ ⋮ 

Semin II 0 0 0 

Playen I 0 0 0 

Playen II 0 1 1 

 

Clustering using the fuzzy c-means method was also carried out using the help of Python programming, 

with the number of 2 clusters (clusters 0 and 1), power = 2, error = 0.005, maximum iterations = 1000. The 

following is a Python script for the fuzzy c-means method. 

data = pd.read_excel('drive/MyDrive/filedata/data_all_new.xlsx', 'Sheet1', engine='openpyxl') 

cntr, u, u0, d, jm, p, fpc = fuzz.cluster.means(data.T, c=2, m=2, error=0.005, maxiter=1000) 

membership = u.T 

pd.DataFrame(membership) 

The following are the clustering results with the fuzzy c-means method in Table 6. 

Table 6. Clustering Results Using the Fuzzy C-Means Method (2 Clusters) 

Health Centre 2020 2021 2022 

Nglipar I 0 0 1 

Nglipar II 0 0 0 

Gedangsari I 0 0 0 

Gedangsari II 0 1 1 

Patuk I 0 0 0 

Patuk II 0 0 0 

⋮ ⋮ ⋮ ⋮ 

Semin II 0 0 0 

Playen I 0 0 0 

Playen II 0 1 1 

 

The two methods' selection of the number of 2 clusters is in accordance with the results of clustering 

evaluation using the evaluation values of silhouette coefficient (SC), Calinski-Harabasz index (CHI), 

Davies-Bouldin index (DBI), and Dunn index (DI). These evaluation values were determined using Python 

programming. Tables 7 and 8 below show that the optimal number of clusters (NC) for both methods is 2 

clusters. 
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Table 7. Value of all Evaluation Measures of the K-Means Method 

NC SC CHI DBI DI 

2 0.512593396 113.6774134 0.778100536 0.241207851 

3 0.442552736 70.9720103 1.116769519 0.205170064 

4 0.207097915 58.45622509 1.54912026 0.059961239 

5 0.223414353 53.00000906 1.42213429 0.076751093 

 

Table 8. Value of all Evaluation Measures of the Fuzzy C-Means Method 

NC SC CHI DBI DI 

2 0.512593396 113.6774134 0.778100536 0.305912211 

3 0.257471995 69.42744554 1.553959435 0.06387343 

4 0.206261256 57.78379477 1.600674762 0.059961239 

5 0.207403495 50.14523611 1.591239141 0.070181182 

 

Based on the clustering that has been done with the k-means and fuzzy c-means methods, in addition 

to having the same number of optimal clusters, it also has the same members of each cluster. This is also 

reinforced by the centroid of each cluster and similar t-SNE scatterplot visualizations, which are shown in 

Table 9, Figure 3, and Figure 4 below. 
 Table 9. Centroid comparison 

Variable 
K-means Fuzzy C-means 

Centroid 0 Centroid 1 Centroid 0 Centroid 1 

𝑋1 7.007742 7.71178571 7.017122181 7.576051272 

𝑋2 15.90161 16.9925 16.29090048 16.49233683 

𝑋3 86.40677 89.7182143 87.70590484 89.23991043 

𝑋4 16.15307 16.9828913 16.0753475 17.07593608 

𝑋5 82.14548 81.6996429 82.8869804 82.06913699 

𝑋6 6.726609 84.0688853 6.027766843 81.24690836 

𝑋7 58.47118 64.2547002 57.71658934 65.00583476 

𝑋8 86.28483 84.0330361 86.57125662 84.07634962 

 

 
 Figure 3. t-SNE Scatterplot of K-Means Clustering Results 
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Figure 4. t-SNE Scatterplot of Fuzzy C-Means Clustering Results 

Despite having similar cluster results, the optimal method used can still be determined based on Table 

7 and Table 8. The tables show that SC, CHI, and DBI have similar evaluation values. The SC of the two 

methods shows decent cluster results (𝟎. 𝟓 <  𝐒𝐂 ≤  𝟎. 𝟕) [45]. Meanwhile, the DI evaluation value in the 

fuzzy c-means method is greater than the k-means method. Therefore, in this study, the fuzzy c-means method 

is slightly better and optimal than the k-means method. The following is a graph of the centroid or average 

of each cluster resulting from fuzzy c-means clustering. 

 

  
Figure 5. Bar Plot of Centroids 

Based on Figure 5, it can be seen that cluster 0 has more variables that have a better percentage 

compared to cluster 1 because the values of 𝑿𝟏, 𝑿𝟐, 𝑿𝟑, 𝑿𝟕 are slightly lower, and 𝑿𝟓, 𝑿𝟖 are slightly higher. 

However, in the values of 𝑿𝟑 and especially 𝑿𝟔, cluster 1 is much better than cluster 0. Because of the 

significant difference between the differences between the centroids of each variable, it is necessary to 

analyze the characteristics of each variable from each cluster based on the centroids that have been obtained. 

 

3.2 Discussion 

Based on the clustering results that have been obtained, an analysis of cluster characteristics is needed 

to facilitate the interpretation of the results. This is done to know the stunting intervention indicators that 

need to be improved based on the characteristics of a cluster so that it can facilitate policymaking and give 

meaning to the mapping results. Cluster characteristics can be interpreted by comparing the profile of each 

cluster of variables that can be visualized using boxplots to facilitate interpretation in Figure 6 below. 
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Figure 6. Boxplot of each variable 

Based on Figure 6, the interventions carried out by community health centers in cluster 0 are pretty 

good regarding the indicators (variables) of the percentage of stunted toddlers and poor couples of 

reproductive ages. Therefore, there is a need to enhance interventions for other indicators, such as health 

services for infants and toddlers, especially monitoring to ensure exclusive breastfeeding, which is part of 

specific nutrition interventions. Meanwhile, the interventions performed by community health centers in 

cluster 1 are sufficiently good in terms of the percentage of infants receiving health services and toddlers 

receiving health services. Hence, there is a need to enhance interventions for other indicators, such as reducing 

stunted toddlers and poor couples of reproductive ages, which are part of sensitive nutrition interventions. As 

for the indicators of infants with low birth weight, stunted infants, and families with adequate drinking water, 

attention is still needed in both clusters, particularly in cluster 0, where it is more urgent to improve 

interventions for infants with low birth weight and stunted infants, while in cluster 1, it is more urgent to 

improve interventions for families with adequate drinking water. Thus, in general, for the future, community 

health centers in cluster 0 should focus more on specific nutrition interventions, such as for infants and 

toddlers. In contrast, those in cluster 1 should focus more on sensitive nutrition interventions, such as poverty 

and water adequacy. 

Furthermore, mapping can be done every year with the assistance of QGIS 3.28.8 software. Before 

visualizing the map, the distribution of health centers in each cluster was determined based on the clustering 

results in Table 10 below.  
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Table 10. Distribution of Health Centers in Each Cluster 

Year Cluster 0 Cluster 1 

2020 

Nglipar I, Nglipar II, Gedangsari I, Gedangsari II, 

Patuk I, Patuk II, Panggang II, Purwosari, Tepus 

II, Saptosari, Paliyan, Ponjong I, Wonosari I, 

Wonosari II, Semanu I, Semanu II, Ngawen I, 

Karangmojo I, Karangmojo II, Semin I, Semin II, 

Playen I, and Playen II. 

Rongkop, Girisubo, Panggang I, Tepus I, 

Tanjungsari, Ponjong II, and Ngawen II. 

2021 

Nglipar I, Nglipar II, Gedangsari I, Patuk I, Patuk 

II, Panggang II, Purwosari, Tepus II, Saptosari, 

Paliyan, Ponjong I, Wonosari I, Wonosari II, 

Semanu I, Semanu II, Ngawen I, Karangmojo I, 

Karangmojo II, Semin I, Semin II, and Playen I. 

Gedangsari II, Rongkop, Girisubo, Panggang I, 

Tepus I, Tanjungsari, Ponjong II, Ngawen II, and 

Playen II. 

2022 

Nglipar II, Gedangsari I, Patuk I, Patuk II, 

Panggang II, Purwosari, Tepus II, Saptosari, 

Ponjong I, Wonosari I, Wonosari II, Semanu I, 

Semanu II, Ngawen I, Karangmojo II, Semin I, 

Semin II, and Playen I. 

Nglipar I, Gedangsari II, Rongkop, Girisubo, 

Panggang I, Tepus I, Tanjungsari, Paliyan, 

Ponjong II, Ngawen II, Karangmojo I, and Playen 

II. 

 

Based on the distribution of health centers in each cluster, the following are the results of mapping 

stunting vulnerability in 2020 (Figure 7), 2021 (Figure 8), and 2022 (Figure 9) using QGIS 3.28.8 software. 

 
Figure 7. Stunting Vulnerability Map in 2020 

 
Figure 8. Stunting Vulnerability Map in 2021 
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Figure 9. Stunting Vulnerability Map in 2022 

In 2020, there were 23 health centers in cluster 0, shown in red, and 7 health centers in cluster 1, shown 

in yellow. Thus, in general, in 2020 many health centers have yet to be optimal in implementing specific 

nutrition interventions, such as on infants and toddlers, especially in increasing the percentage of infants 

given exclusive breastfeeding. While the 7 health centers in cluster 1 are not optimal in implementing 

nutrition-sensitive interventions, such as on poverty and water security, cluster 1 is more optimal in increasing 

the percentage of exclusively breastfed infants than cluster 0. 

In 2021, there are 21 health centers in cluster 0, shown in red, and 9 health centers in cluster 1, shown 

in yellow. Thus, in 2021, there is considerable improvement in implementing interventions to increase the 

percentage of infants exclusively breastfed, which is part of the nutrition-specific interventions. However, on 

the other hand, the move of health centers from cluster 0 to cluster 1 may also be due to the deterioration of 

nutrition-sensitive interventions. 

In 2022, there are 18 health centers in cluster 0, shown in red, and 12 health centers in cluster 1, shown 

in yellow. Thus, in 2022, there is considerable improvement in implementing interventions to increase the 

percentage of exclusively breastfed infants, which is part of the nutrition-specific interventions. However, 

just like before, the movement of health centers from cluster 0 to cluster 1 may also be due to the deterioration 

of nutrition-sensitive interventions. 

 

4. CONCLUSIONS 

This research discusses clustering and mapping of the stunting vulnerability of toddlers at the health 

center level in Gunungkidul Regency in 2020-2022 through the stages of data preprocessing, clustering, 

cluster evaluation, and analysis of cluster characteristics and mapping. The k-means and fuzzy c-means 

algorithms show that 2 clusters are the optimal number of clusters, with the fuzzy c-means method being 

slightly more optimal than the k-means method. The clustering results show that 28 objects are in Cluster 1, 

and 62 objects are in Cluster 0. In general, health centers in cluster 0 are less optimal in specific nutrition 

interventions, such as infants and toddlers. In contrast, health centers in cluster 1 are less optimal in nutrition-

sensitive interventions, such as poverty and water eligibility. In 2020, there are 23 health centers in cluster 0 

and 7 health centers in cluster 1. Meanwhile, in 2021 there are 21 health centers in cluster 0 and 9 health 

centers in cluster 1. In 2022 there are 18 health centers in cluster 0 and 12 health centers in cluster 1. 
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