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 ABSTRACT   

Article History: 
Geographically Weighted Regression (GWR) model is a powerful tool for analyzing spatial 

patterns in data. However, the standard form of a spatial model that uses a single bandwidth 

calibration may be unrealistic because the response-predictor relationship may be either 
linear or nonlinear. To address this issue, the Multiscale GWR (MSGWR) model offers 

improved model performance by employing Generalized Additive Model (GAM) with 

varying bandwidth or smoothing function for each covariate in the model.  This research 

aims to analyze the Percentage of Poor Population (PPP) on Java Island in 2022 using the 
geospatial models and related socioeconomic and demographic attributes, such as Open 

Unemployment Rate, Human Development Index, Labor Force Participation Rate, and 

GRDP Per capita to identify the best model in explaining the spatial pattern and to find out 

the determinant of PPP on Java Island in 2022. This study uses secondary data from 
Statistics Indonesia. The findings reveal that the MSGWR model provides the highest R2 and 

smallest AICc value compared to single bandwidth models, specifically the GWR and 

MXGWR models. Furthermore, the MSGWR model indicates that HDI has a significant 

negative effect on PPP, whereas LFPR has a significant positive effect on PPP across all 
districts in Java Island in 2022.  
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1. INTRODUCTION 

 Poverty is a multidimensional problem that can portray the well-being of a region. Statistics 

Indonesia (Badan Pusat Statistik/BPS) data show that the majority of Indonesia's impoverished population, 

amounting to 52.8% as of September 2022, resides on Java Island. The Percentage of Poor Population (PPP) 

as one of the poverty indicators is influenced by various factors and exhibits spatial patterns [1], [2], [3], [4]. 

PPP analysis with spatial patterns provides a more comprehensive interpretation since the policies 

implemented in one region may influence neighboring regions as well [5]. 

Major things in spatial analysis are assessing spatial patterns, such as spatial autocorrelation and spatial 

heterogeneity. Spatial autocorrelation occurs due to spill-over effects, which initially arise in certain areas 

and then spread to other areas meanwhile, spatial heterogeneity arises due to differences that are inherent in 

each spatial unit [5]. Some previous studies have proven that the Geographically Weighted Regression 

(GWR) provides a more powerful model compared to global regression models since the assumptions are not 

always fulfilled as spatial variation is not stationary [6], [7], [8], [9]. 

 GWR is a (local) modeling technique to estimate regression models with spatially varying 

relationships [10]. However, different specifications of models in GWR yield different estimates for 

parameter results. Global variables, kernel selection, and spatial scale have an impact on the bandwidth size, 

which ultimately affects the GWR parameter estimation [11], [12]. A smaller bandwidth size yields more 

locally oriented parameters, while a larger bandwidth produces parameters that approximate a global model 

[13]. Misleading the parameter estimation can be caused by these inappropriate model specifications. It 

derives misinterpretation in the analysis of the relationship between response and predictor variables.  

 The GWR model assumes that all predictor variables exhibit local influences on the response 

variable. Yet, some predictor variables may operate at a local scale, while others may operate at a broader 

regional scale [14]. The MXGWR model combines Ordinary Least Squares (OLS) and GWR models, 

accommodating situations where certain predictor variables have global influences while others have local 

influences [15]. Thus, compared to OLS and GWR models, the MXGWR model provides a more 

comprehensive interpretation [16]. However, GWR and MXGWR are the standard form of spatial models 

that use a single bandwidth calibrate. This may be unrealistic because it implicitly assumes that each response-

to-predictor relationship operates at the same spatial scale. To address this issue, the Multiscale GWR 

(MSGWR) model offers improved model performance compared to OLS, GWR, and MXGWR by using 

varying bandwidth for each covariate in the model [14], [17]. This model utilized the generalized additive 

model (GAM) to explore spatially non-stationary relationships. Therefore, it is crucial to understand the 

influence of different model specifications on model performance and identify a model that delivers the best 

performance. 

 Previous studies proved that the poverty-causing factors operate simultaneously at local and global 

scales [3], [18].  However, the major limitation of those studies is that they did not fully assess the relationship 

between poverty and socioeconomic-demographic attributes. Thus, we need to explore their effects on 

poverty using a spatial approach not only with local and mixed parameters with a single bandwidth but also 

using multiscale bandwidth. Therefore, this research aims to analyze PPP on Java Island in 2022 using the 

geospatial models and related socioeconomic and demographic attributes using GWR, MXGWR, and 

MSGWR models, to identify the best model for explaining the spatial pattern, and to find out the determinant 

of PPP on Java Island in 2022. 

 

2. RESEARCH METHODS 

To obtain the goals of the study, we apply the geospatial models to Statistics Indonesia’s data. The 

dataset consists of socioeconomic and demographic variables from 118 districts in Java Island 2022. The 

dependent variable of this paper is the percentage of the poor population (PPP) as a proxy of poverty. Then, 

the independent variables are the Open Unemployment Rate (OUR), Human Development Index (HDI), 

Labour Force Participation Rate (LFPR), and Gross Regional Domestic Product per Capita (GRDP per 

capita).  All data are secondary data obtained from Statistics Indonesia. The variables’ operational definitions 

of the dataset are shown in Table 1 below. 
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Table 1. Operational Variable Definitions 

Variable Definition Unit 

PPP Percentage of poor population compared to the total 

population. 

Percentage 

OUR Percentage of the unemployed population compared to the 

labor force. 

Percentage 

HDI An index that measures three dimensions of human 

development, such as health, education, and expenditure [19]. 

Index 

LFPR Percentage of the labor force compared to the population 

aged > 10 years. 

Percentage 

GRDP per capita Total gross products generated in a region divided by the 

regional population using current prices based on the 2010 

base year. 

Billion Rupiah 

This paper employs descriptive analysis to identify spatial patterns in PPP, while inferential analysis 

is conducted to compare the spatial models between local and mixed parameters with single bandwidth and 

multiscale bandwidth. The research was conducted in several steps, which are as follows: 1) Analysing the 

spatial autocorrelation and heterogeneity in PPP on Java Island in 2022 using thematic maps; 2) Validating 

the presence of spatial autocorrelation through the global Moran's I statistical test and assessing spatial 

heterogeneity using the Breusch Pagan test; 3) Estimating OLS, GWR, MXGWR, and MSGWR models with 

Adaptive Bi-square and Fixed Gaussian kernels to examine the impact of the kernel on AICc and 𝑅2 values; 

4) Comparing the GWR model with the MXGWR model to assess the influence of globally influential 

variables on parameter estimation; 5) Comparing the GWR model with the MSGWR model to investigate the 

impact of scale on parameter estimation; 6) Interpreting the best-fitting model that provides insights into the 

relationship between predictor variables and PPP. 

 

 
Figure 1. Research Flowchart 

 

 

Global Moran’s I Test 

GRDP per capita 
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2.1 Spatial Pattern Identification 

Moran's I provides a global measure of spatial autocorrelation, which means it assesses the overall 

spatial pattern in the entire dataset rather than focusing on specific locations [5]. Due to its ease of 

interpretation, Moran’s Index is employed to analyze the autocorrelation pattern in PPP with the following 

formula. 

𝑰 =

𝒏
𝒔𝟎

∑ ∑ 𝒘𝒊𝒋(𝒙𝒊 − 𝒙)(𝒙𝒋 − 𝒙) 𝒏
𝒋

𝒏
𝒊

∑ (𝒙𝒊 − 𝒙)𝟐 𝒏
𝒋

(𝟏) 

where 𝑆0 = ∑ ∑ 𝑤𝑖𝑗
𝑛
𝑗

𝑛
𝑖 , 𝑤𝑖𝑗 is element of spatial weighting matrix, 𝑛 is number of observations, 𝑥𝑖  is 

value at 𝑖-th location, �̅� is the mean value of 𝑥𝑖 from 𝑛 locations. If 𝐼 > 0 there is positive spatial 

autocorrelation. If 𝐼 = 0 there is no autocorrelation and if 𝐼 < 0 there is negative spatial autocorrelation. The 

greater absolute value of 𝐼 means a stronger spatial correlation. 

Spatial heterogeneity can be tested using the Breusch-Pagan test with the following statistical tests. 

𝐵𝑃 =  (
1

2
) 𝒇𝑇𝒁 (𝒁𝑇𝒁 )−1 𝒁𝑇𝒇 ~ 𝜒𝑝

2 (2) 

where 𝑓 = (
𝑒𝑖

2

𝜎2 − 1), 𝑒𝑖 are least square residuals for 𝑖-th observation, 𝑍𝑛 𝑥 (𝑝+1) is a matrix of predictor 

variables containing standardized normalized vectors (𝑧) for each observation. If 𝐵𝑃 > 𝜒𝑝
2 then the null 

hypothesis is rejected identifying that there is spatial heterogeneity so that the GWR model and its expansion 

can be used. 

2.2 Geographically Weighted Regression (GWR) Model and Its Extension 

The global regression model assumes a constant relationship between response variables and predictors 

between locations, with the following formula. 

𝒀𝒊 =  ∑ 𝜷𝒋𝑿𝒊𝒋 + 𝜺𝒊

𝒏

𝒋

(𝟑) 

where 𝑖 is the index of the observation and 𝑗 is the index of the predictor variable, 𝛽𝑗 is regression 

coefficient, 𝑋𝑖𝑗  is the predictor variable,  𝑌𝑖  is the response variable and 𝜀𝑖  is the error component. In the 

global regression model, all parameters are assumed to have a global or stationary effect on location. To 

capture the complexity of the PPP pattern, non-stationary spatial aspects must be included in the model so a 

spatial model is needed. Geographically Weighted Regression (GWR) is a spatial model that can capture 

local spatial variations [20]  with the following formulation. 

𝒀𝒊 =  ∑ 𝜷𝒊𝒋(𝒖𝒊, 𝒗𝒊)𝑿𝒊𝒋 + 𝜺𝒊

𝒑

𝒋

(𝟒) 

where (𝑢𝑖, 𝑣𝑖) is the geographical location of 𝑖-th observation and parameter 𝛽𝑘(𝑢𝑖, 𝑣𝑖) is a function of 
(𝑢𝑖, 𝑣𝑖) for 𝑖-th observation. 

The GWR model assumes that all predictor variables locally influence the response variable. The PPP 

pattern is caused by complex factors that often have global and local influences simultaneously. The 

MXGWR model is an extension of the GWR which can simultaneously explain global and local spatial 

relationships [20] with the following equation.  

𝒀𝒊 = ∑ 𝜸𝒌𝑿𝒊𝒌

𝒒

𝒌

+ ∑ 𝜷𝒊𝒋(𝒖𝒊, 𝒗𝒊)𝑿𝒊𝒋 + 𝜺𝒊

𝒑

𝒋

(𝟓) 

with 𝑘 is the globally valid index of the predictor variable and 𝑗 is the index of the predictor variable 

that applies locally to 𝑌𝑖. 
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The GWR and MXGWR models assume that local relationships vary over the same spatial scale. 

MSGWR is an extension of GWR which facilitates conditional relationships between response variables and 

predictor variables varying at different spatial scales [21] with the following formula. 

𝒀𝒊 =  ∑ 𝜷𝒃𝒘𝒋(𝒖𝒊, 𝒗𝒊)𝑿𝒊𝒋 + 𝜺𝒊

𝒑

𝒋

(𝟔) 

with 𝑏𝑤𝑗 as the bandwidth used for calibrating the 𝑗 conditional relationship. MSGWR is a form of the 

generalized additive model (GAM) which calibrates using a back-fitting algorithm [22]. If MSGWR is 

formulated into GAM, it is obtained as follows. 

𝑌𝑖 =  ∑ 𝑓𝑖𝑗 + 𝜀𝑖

𝑝

𝑗

(7) 

where 𝑓𝑖𝑗  have the same role as 𝛽𝑏𝑤𝑗(𝑢𝑖, 𝑣𝑖)𝑋𝑖𝑗  in Equation (6). 𝑓𝑖𝑗  is 𝑗-th additive component which 

acts as a smoothing function on the 𝑗-th predictor variable the 𝑖-th observation. The model calibration process 

will produce a bandwidth for each 𝑗-th predictor variable. This difference in bandwidth indicates the 

difference in spatial scale. It captures the effect of the scale used in the spatial model-building process. Thus, 

the MSGWR model can explain spatial heterogeneity patterns more accurately [22].  

2.3 Weighting Function Selection 

In the GWR model, the kernel has an important role in determining the weighting function to be used 

in modeling. The next weighting function will produce different parameter estimates according to location. 

Kernels in GWR are divided into two types, namely fixed and adaptive kernels. The Adaptive kernel uses a 

different bandwidth value for each spatial observation while the Fixed kernel uses the same bandwidth value. 

The kernels that will be compared in this study are the Adaptive Bi-square and Fixed Gaussian kernels with 

the following equations. 

Adaptive Bi-square 

𝒘𝒊𝒋 =  {[𝟏 − (
𝒅𝒊𝒋

𝒃𝒊(𝒒)
)

𝟐

]

𝟐

,   𝒅𝒊𝒋 < 𝒃

𝟎 , 𝒐𝒕𝒉𝒆𝒓𝒔

 (𝟖) 

Fixed Gaussian 

𝒘𝒊𝒋 = 𝐞𝐱𝐩 [−
𝟏

𝟐
(

𝒅𝒊𝒋

𝒃
)

𝟐

]

𝟐

(𝟗) 

where  𝑑𝑖𝑗 is the distance between the 𝑖-th and 𝑗-th observation. This study uses the Euclidean distance 

as follows 𝑑𝑖𝑗 = √(𝑢𝑖 − 𝑢𝑗)
2

+ (𝑣𝑖 − 𝑣𝑗)
2
. Then, 𝑏 is the bandwidth value that will limit the number of 

nearest neighbors affecting the kernel. The greater the bandwidth value of a predictor variable, the more 

global the influence of that variable on the response variable. This research will use Golden Search to find 

the best bandwidth value, with the smallest AICc criteria. 

𝐴𝐼𝐶𝑐 = 𝐴𝐼𝐶 +
2𝑘(𝑘 + 1)

𝑛 − 𝑘 − 1
(10) 

with 𝐴𝐼𝐶 = 2𝑘 − 2log (𝐿) [23], where 𝑘 is the number of predictor variables and 𝐿 is the likelihood 

function of the model. The Golden Search is an iterative process to find the smallest AICc in the minimum 

and maximum range of observation locations [10]. 

Additionally, to compare the models, it is crucial to assess them based on various criteria as follows: 

1) 𝑅2 and AICc as a measure of goodness of fit, 2) the Simultaneous Test has a 𝑝-value< 0.05, meaning that 

there are predictor variables that significantly affect the response variable. 3) Variance Inflation Factor (VIF) 

<  10 to indicate there is no multicollinearity between predictor variables [24]. 4) The Jarque-Bera test is 
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significant at 𝛼 = 5% to show that the residuals are normally distributed [25]. 5) Morans' I and Breush Pagan 

tests are significant at 𝛼 =5% [5]. 

 

3. RESULTS AND DISCUSSION 

3.1. Distribution of the Percentage of Poor Population (PPP) 

To initially understand the spatial distribution of PPP, a thematic map illustrating PPP across 

districts/cities on Java Island is presented in Figure 2. The PPP is visualized in a gradient of colors, where 

the higher the PPP of a regency/city, the map color becomes increasingly red, while the lower the PPP, the 

map color turns greener.  

 

Figure 2. Thematic map on the percentage of poor population in Java Island in 2022 

From Figure 2, it can be seen that PPP in Java varies according to districts/cities. The district/city with 

the lowest PPP was South Tangerang (2.5%) and the highest was Sampang (21.16%). It shows that 

districts/cities with lower PPP tend to be surrounded by districts/cities that also have a low PPP. This 

condition occurs in the western and eastern parts of the island of Java. Meanwhile, in the central part of the 

island of Java, the districts/cities that have a high PPP are also surrounded by regencies/cities with a high 

PPP. This condition indicates that there is a positive autocorrelation in PPP. 

In addition, several regions that are close to each other have different levels of poverty even though 

they belong to the same category. As in West Java province, many districts/cities have PPP categories ranging 

from 8.4 to 11.1, but with varying levels of PPP. For instance, in Subang (9.75%), the PPP is lower than in 

Sumedang (10.14%), but slightly higher than in Purwakarta (8.65%), yet all fall under the same category, 

indicated by the color yellow on the thematic map. This diversity of PPP values indicates the occurrence of 

spatial heterogeneity. 

 

3.2.  Spatial Autocorrelation and Heterogeneity 

According to the descriptive analysis above, we emphasize the existence of spatial autocorrelation and 

spatial heterogeneity in PPP data. Testing for spatial autocorrelation and spatial heterogeneity can be carried 

out using Moran’s I and Breusch-Pagan tests, respectively. 

Table 2. Assumption Tests 

Assumption Testing Test Test Statistics p-value 

Spatial Autocorrelation Moran’s I 4.780 0.000 

Spatial Heteroscedasticity Breusch-Pagan 9.722 0.045 

Normality Jarque Bera 4.512 0.104 
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In Table 2 the 𝑝-value of the Moran's I test is less than the 5% significance level, it represents that 

there is a spatial autocorrelation in PPP. Similar results were obtained in the Pagan Breusch test, so it was 

proven that there is spatial heterogeneity in PPP. The existence of spatial autocorrelation violates the 

assumptions of OLS estimation which causes the estimation results to be biased, thus we use the geospatial 

model to explain the PPP by considering the spatial heterogeneity effects. This paper conducts the GWR, 

MXGWR, and MSGWR models that assume the predictor variable must be normally distributed. 

Table 3. VIF and Pearson Correlation of Predictor Variables 

Variable OUR HDI LFPR GDP per capita 

VIF 1.724 1.294 1.845 1.268 

Pearson Correlation -0.403** -0.657** 0.471** -0.319** 

 

Thus, we need to conduct some tests to evaluate the normality and non-multicollinearity assumption. 

Table 2 shows that the 𝑝-value from the Jarque-Bera test is greater than 5%, indicating that the PPP variable 

is normally distributed. In Table 3, it can be observed that all predictor variables meet the assumption of non-

multicollinearity (VIF < 10) and are significantly correlated with PPP. Based on the categorization of 

correlation coefficients in [26], OUR has a moderate negative relationship with PPP, HDI has a strong 

negative relationship with PPP, LFPR has a moderate positive relationship with PPP, and GRDP per capita 

has a weak negative relationship with PPP. Variables showing a negative correlation (OUR, HDI, and GRDP 

per capita) suggest that as their values rise, PPP values decline. Conversely, a variable with a positive 

correlation (LFPR) suggests that as it increases, PPP also increases. Since each predictor variable meets the 

assumption of non-multicollinearity and is significantly correlated with PPP, these variables are deemed 

suitable for use as predictor variables. 

3.3. Spatial Models of The Percentage of Poor Population (PPP)  

This research aims to identify the best model for explaining the spatial pattern of PPP and related 

socioeconomic and demographic attributes on Java Island in 2022 using GWR, MXGWR, and MSGWR 

models. Furthermore, several model scenarios were conducted to explore the impact of kernel usage on model 

performance, thus we employ the Adaptive Bi-square and Fixed Gaussian kernels. 

Table 4.  𝑹𝟐 and AICc Values for Modeling Scenarios 

Scenario Model Kernel R2 AICc 

1 OLS - 0.543 574.689 

2 GWR Adaptive Bi-square 0.667 567.492 

3 MXGWR Adaptive Bi-square 0.655 566.115 

4 MSGWR Adaptive Bi-square 0.675 551.646 

5 GWR Fixed Gaussian 0.722 558.502 

6 MXGWR Fixed Gaussian 0.718 557.846 

7 MSGWR Fixed Gaussian 0.762 533.989 

 

It can be observed in Table 4, that the 𝑅2 value increases and the AICc decreases for all spatial models. 

This indicates that the GWR model and its extensions are better suited compared to the OLS model. However, 

the GWR model does not consider modeling with both global and local predictor variables simultaneously, 

which is why the MXGWR model will be used. It can be seen that the MXGWR model has a lower AICc 

value than GWR, indicating that MXGWR is more parsimonious than the GWR model. However, the 

MXGWR model does not take into account the spatial scale differences for each predictor variable, so the 

MSGWR model will be used. MSGWR successfully increases the 𝑅2 and decreases the AICc, demonstrating 

that MSGWR is a better fit for the data. Among the various modeling scenarios, it is evident that the MSGWR 

model with the Fixed Gaussian kernel has the lowest AICc value (533.989) and the highest 𝑅2 (0.762). 

Therefore, the MSGWR model with the Fixed Gaussian kernel is selected as the best model for modeling the 

influence of predictor variables on PPP. 



1772 Siallagan, et. al.    SPATIAL REGRESSION APPROACH TO MODELLING POVERTY IN JAVA ISLAND …  

 

Furthermore, different kernels affected the performance of the spatial models generated as well. In 

Table 4, it can be seen that the models using the Fixed Gaussian kernel overall provide higher performance 

compared to the models using the Adaptive Bi-square kernel. Hence, for further comparative analysis, the 

Fixed Bi-square kernel will be used. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 3. Thematic Maps of 𝑹𝟐 for MXGWR (a), GWR (b) and MSGWR (c) models 
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In Figure 3, the spatial distribution of 𝑅2 values in the GWR, MXGWR, and MSGWR models are 

shown. It can be observed that the GWR and MXGWR models exhibit a similar pattern of 𝑅2 distribution. 

However, it can be seen in Figure 3 (b) that when estimated with the MXGWR model, there are 10 districts 

with  lower 𝑅2 compared to the GWR model, namely Lebak, Brebes, Tegal, Pemalang, Pekalongan, Pati, 

Grobongan, Sragen, Karanganyar, and Wonogiri. Additionally, four districts have a higher 𝑅2 compared to 

the GWR model, namely Mojokerto City, Mojokerto, Probolinggo City, and Probolinggo. Therefore, despite 

providing a similar pattern, the implementation of global variables in the MXGWR model still affects the 

model's performance. 

On the other hand, the 𝑅2 distribution pattern given by GWR and MXGWR is significantly different 

from the MSGWR model (Figure 3). The MSGWR model increases the 𝑅2 value in many districts, resulting 

in no 𝑅2 values falling within the range of 0.4-0.49 and 0.5-0.59. However, some districts are more accurately 

estimated with GWR/MXGWR compared to MSGWR. Thus, it can be said that the implementation of 

different spatial scales in the MSGWR model can either improve or decrease the model's performance 

partially. 

Table 5. Parameter Estimation Summary 

Model Variable Mean STD Min Median Max Bandwidth 

GWR Intercept 33.793 10.007 9.064 41.548 52.111 0.794 

OUR -0.147 0.216 -0.826 0.004 0.240 

HDI -0.426 0.103 -0.708 -0.347 -0.273 

LFPR 0.114 0.109 -0.036 0.152 0.556 

GRDP per capita -0.003 0.007 -0.023 -0.0004 0.009 

MXGWR Intercept 34.522 11.897 5.145 43.583 53.963 0.746 

OUR -0.153 0.214 -0.913 -0.012 0.279 

HDI -0.440 0.107 -0.717 -0.366 -0.248 

LFPR 0.117 0.121 -0.055 0.160 0.615 

GRDP per capita 0.001 

MSGWR Intercept 26.939 1.706 22.96 26.894 32.109 0.330 

OUR 0.097 0.000 0.097 0.097 0.097 17.250 

HDI -0.369 0.000 -0.37 -0.369 -0.369 17.250 

LFPR 0.132 0.000 0.132 0.132 0.132 17.250 

GRDP per capita 0.001 0.002 -0.002 0.001 0.004 2.970 

Table 5 provides a summary of parameter estimates from GWR, MXGWR, and MSGWR models. The 

GWR and MSGWR models assume local influence for each predictor variable, while MXGWR facilitates 

the use of both local and global variables in a single model. From the MXGWR model, it can be observed 

that the variable GRDP per capita has a global interaction with PPP, while the other predictors affect PPP 

locally. The estimated coefficient value for GRDP per capita in the MXGWR model is 0.001, and this 

influence applies to all districts. On the other hand, OUR has varying influences with a minimum value of 

0.193 dan maximum value of 0.279, HDI ranges from -0.717 to -0.248, and LFPR ranges from -0.055 to 0.16. 
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(b) 

Figure 4. Thematic Maps of Estimated Parameter Outcomes for OUR (a) and LFPR(b) in GWR and 

MXGWR models 

Figure 4 displays the parameter estimation mapping of GWR and MXGWR for two predictor 

variables, namely OUR and LFPR. It can be observed that the pattern of OUR's influence and LFPR’s 

influence on PPP tends to be similar between the GWR and MXGWR models. However, in Figure 4 (a), 

there is one district that is estimated to have a different direction of relationship, which is Bangkalan. In the 
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GWR model for Bangkalan, OUR has a negative influence (-0.125 -  -0.047), whereas in the MXGWR model, 

OUR has a positive influence (0.032 – 0.111). Additionally, several districts/cities are estimated to have the 

same direction of relationship but with different magnitudes. For example, in Figure 4 (b) for Tasikmalaya, 

Majalengka, and Indramayu. These areas have LFPR parameter estimates in light green color (-0.055 - -0.01) 

in the MXGWR model, whereas in the GWR model, they are in dark green (-0.01 – 0.035). This indicates 

that although the estimation patterns produced by the GWR and MXGWR models are similar, there are still 

differences in the estimation results in terms of both the magnitude and direction of the relationships. 

Next, this study will compare the GWR and MSGWR models to examine the influence of spatial scale 

on parameter estimation. In Table 5, it is observed that the GWR and MXGWR models use the same 

bandwidth for each variable. This issue can be addressed through the utilization of MSGWR, as it enables 

the application of distinct bandwidths for each variable. The relationship between predictor variables and PPP 

in the MSGWR model shows local spatial effects, with the model formation process varying at the scale used. 

The variables OUR, HDI, and LFPR have an impact on PPP with an optimal bandwidth of 17 nearest 

neighbors (Table 5). For example, Magetan has 17 nearest neighbors, namely Sukoharjo, Wonogiri, 

Karanganyar, Sragen, Grobongan, Blora, Surakarta, Pacitan, Ponorogo, Trenggalek, Tulungagung, Nganjuk, 

Madiun, Ngawi, Bojonegoro, Kediri, and Madiun City. On the other hand, the variable GRDP per capita 

affects PPP at a relatively closer distance, with an optimal bandwidth of 3 nearest neighbors. For instance, 

Magetan has 3 nearest neighbors, namely Madiun, Ngawi, and Madiun City. This indicates that OUR, HDI, 

and LFPR in a district/city have broader or more global influence on other districts/cities compared to the 

influence exerted by GRDP per capita. 

 

 
Figure 5. Thematic Maps of Estimated Parameter Outcomes for GRDP per capita from GWR and MSGWR 

Models 
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(b) 

Figure 6. Thematic Maps of Estimated Parameter Outcomes for HDI from GWR and MSGWR Models 

 

To gain a clearer understanding of the spatial scale variation, thematic maps of parameter estimation 

from the GWR and MGWR models are shown in Figure 5 and Figure 6. It can be observed that there are 

differences in the parameter estimation results for GRDP per capita and HDI between the GWR and MSGWR 

models because of the difference in bandwidth usage. GWR employs a single bandwidth, which is the average 

of the bandwidth obtained from calibration results. On the other hand, the MSGWR model finds and uses 

optimal bandwidth for each relationship in the model. 

In Figure 5, the parameter estimation results for GRDP per capita differ significantly between the 

GWR and MSGWR models. The GWR model has a smaller bandwidth (0.794) compared to the bandwidth 

for GRDP per capita in MSGWR (2.970), as seen in Table 5. Consequently, GWR provides more locally-

focused parameters compared to MSGWR. Moreover, these differences in results indicate that there are some 

districts/cities estimated with different relationships in both models. For instance, in Figure 6, in the eastern 

part of Java Island, the GWR model predicts a positive relationship between GRDP per capita and PPP for 

Bangkalan and its surrounding areas, marked in red color. However, the estimation using the MSGWR model 

shows a negative relationship, marked in green color. This demonstrates that the use of different bandwidths 

leads to different parameter values and directions of relationships. 

In Figure 6, the parameter estimation results for HDI also differ significantly between the GWR and 

MSGWR models. The local parameter estimation for HDI from the MSGWR model appears uniform within 

the range of -0.38 to -0.36. On the other hand, the GWR model identifies spatial variation in the distribution 

pattern of HDI parameter estimates. For example, in Figure 6, in the western part of Java Island, such as in 

Pandeglang and its surrounding areas, there is a lower influence of HDI on PPP, indicated by lighter colors 

on the map. On the other hand, in the eastern part of Java Island, like Bangkalan and its neighboring areas, 

there is a stronger influence of HDI on PPP, indicated by darker colors on the map. This significant disparity 

in results between the GWR and MSGWR models is caused by the difference in bandwidth values used. In 

this case, the GWR bandwidth (0.794) is lower than the MSGWR bandwidth (17.250). MSGWR with 

bandwidth equal to 17.250 states that the HDI of one area will affect the PPP of its 17 neighboring areas. 

Therefore, MSGWR provides more globally oriented parameter estimates compared to GWR. This indicates 

that the larger the difference in bandwidth used between models, the greater the disparity in estimation results. 
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Hence, it can be concluded that spatial models such as GWR, MXGWR, and MSGWR are highly 

sensitive to the properties of the model used. The use of local variables, different kernels, and scales leads to 

different parameter estimation results and performance. Therefore, selecting the spatial model with the best 

model properties is crucial to obtaining accurate and targeted policies. 

3.4. Fitted Models of PPP 

Table 4 shows that MSGWR with the Fixed Gaussian kernel is the best model with the highest 𝑅2 and 

lowest AICc. The parameter estimation results of this model indicate that the HDI and LFPR variables have 

a significant influence on PPP in all districts/cities. An increase in HDI will decrease PPP, while an increase 

in LFPR will increase PPP. The following is one MSGWR regression model with an 𝑅2 of 0.78 for the city 

of Surabaya. 

𝑃𝑃𝑃 = 27.627 + 0.096 𝑂𝑈𝑅 − 0.369 𝐻𝐷𝐼∗∗ + 0.132 𝐿𝐹𝑃𝑅∗ − 0.0007 𝐺𝑅𝐷𝑃𝑝𝑒𝑟𝑐𝑎𝑝𝑖𝑡𝑎 

*p<0.1. **p<0.05 

 

A 𝑅2 value of 0.78 means that 78% of the variation in PPP in Surabaya can be explained by OUR, 

HDI, LFPR, and GRDP per capita, while the remaining 12% is explained by other variables that are not 

included in the model. The regression coefficient for HDI is −0.369∗∗, which means that HDI has a negative 

and significant effect on PPP. For every unit increase in HDI, PPP decreases by 0.369% ceteris paribus. It 

emphasizes that human development increases economic productivity at both national and regional levels, 

thereby increasing people's income [27].  

On the other hand, the regression coefficient for LFPR is 0.132∗, indicating that LFPR has a positive 

and significant effect on PPP. For every unit increase in LFPR, PPP increases by 0.132% ceteris paribus. This 

is caused by the majority of workers in Indonesia working in informal sector [28], indicates that many workers 

have not received fair wages or are not working full-time, resulting in underutilization of labor and low-

income [29]. Furthermore, a significant increase in LFPR among highly educated individuals increases 

unemployment in Indonesia [30]. Similar studies also indicate that the increasing TPAK of males reduces 

labor absorption in the informal sector [29]. The subsequent increase in unemployment leads to a slowdown 

in economic growth [31], causing PPP to rise. 

 

4. CONCLUSIONS 

The research shows that the differences in the model properties used in spatial regression models (such 

as the implementation of global variables, different kernels, and scales) influence the bandwidth value. This 

bandwidth value subsequently impacts the model’s performance and parameter estimations. The MXGWR 

model has a smaller AICc than OLS and GWR because it can explore predictor variables that have global or 

local influences on the response variable simultaneously. The presence of global variables makes the model 

more parsimonious. Furthermore, the calibration in the MSGWR model facilitates the use of optimal 

bandwidths that vary for each relationship in the model. Therefore, MSGWR improves model performance 

in terms of goodness-of-fit and prediction accuracy compared to GWR and MXGWR models. The MSGWR 

model, as the best model explaining the relationship between predictor variables and PPP, states that HDI 

and LFPR have significant negative and positive effects, respectively, on PPP in all districts in Java Island 

2022. Since poverty is a complex problem over time, a comprehensive study is needed, not only involving 

relationships between variables, considering the spatial effects but also over time. So, further research is 

necessary to observe those effects simultaneously. 
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