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 ABSTRACT   

Article History: 
In everyday life, we always encounter obstacles in seeing the interrelationships between 
several events to make the right decisions. Universitas Terbuka is a pioneer in distance 

education that implements digital transformation for new student registration, student 

services, and alums. The obstacle faced is determining a suitable promotion strategy for 

new students. As a result, a representative model is needed to handle such cases. As an 
extension of soft sets, N-soft sets can handle decision-making for binary and non-binary 

assessments. However, research has yet to be related to N-soft sets decision-making in 

data mining, especially association rule classification. This article proposes a new 

combination of N-soft sets with Association Rule (NSSAR). This article also introduces 
and applies the decision-making procedure using NSSAR to real. The population is new 

students of Universitas Terbuka Jakarta in the 2023/2024 odd semester. Samples were 

taken randomly using a questionnaire—primary data obtained by 201 new students. The 

following results are obtained based on the processed sample data using the NSSAR 
algorithm: 1) new students from Universitas Terbuka Jakarta are predominantly from 

Vocational High Schools domiciled in Bekasi, majoring in Bachelor of Management from 

the Faculty of Economics and Business; 2) The most favorite media information used by 

new UT Jakarta students is Instagram. Based on the results, the NSSAR algorithm gave 
relationship patterns between the number of new students based on region, study 

program, diploma of origin, and information media. Therefore, policymakers should 

consider the right promotional strategy to increase the number of students. 
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1. INTRODUCTION 

Decision-making is an inevitable process in everyday life. Every individual, organization, or 

government must choose between options. Making effective decisions is required in both personal and 

professional contexts. Decision-making is becoming increasingly complex over time. Wrong decisions can 

have negative impacts both financially, reputationally, and socially. Technological developments, 

globalization, and social dynamics have become new perspectives that influence decision-making, so 

decisions that are taken require various approaches that are careful and beneficial. Decision-making has 

become critical in various fields, including computer science and data analysis. Data, which is increasingly 

abundant in the modern world, can be analyzed, and patterns can be considered in decision-making. One way 

to get patterns in decision-making is by using data mining. Several studies have used data mining to solve 

existing problems. Data mining is already used in health [1]-[3], education [4]-[6], economy [7], and other 

sectors. 

One of the rapidly growing uncertainty theories is soft sets [8]. Soft sets theory is applied to coding 

[9], medical diagnosis [10], smartphone selection [11], human resources [12], and social network analysis 

[13]. A combination of soft sets is used in decision-making with positive and negative attributes [14], video 

recommendation systems [15], film selection [16], and association rules [17], [18]. Expansion of soft sets in 

the form of ratings called N-soft sets [19] can handle decision-making for binary and non-binary assessments. 

However, no research related to N-soft sets decision-making in data mining. Meanwhile, N-soft sets can help 

deal with the uncertainty and complexity of data mining caused by incomplete data, data noise, and many 

features. Therefore, research on N-soft sets decision-making in data mining has strategic value in optimizing 

performance, especially association rule. Soft sets are restricted to binary, but N-soft sets are connected to 

many-valued logic. The N-soft sets algorithm uses a threshold to represent binary and non-binary according 

to data or user needs. 

Association Rule Mining (ARM) is a technique for identifying relationships and associations between 

items in a dataset. ARM provides a valuable picture of the relationship between elements, and this picture 

can be used as a consideration in making decisions. The concept of N-Soft sets and Association Rule Mining 

is expected to be a new idea as a powerful tool to help make more sophisticated and precise decisions. N-Soft 

sets refer to a generalization of classical set theory that allows a flexible combination of elements with 

different membership levels in a set. On the other hand, association rule mining involves identifying 

relationships and patterns in data that can help in decision-making, especially in big data analysis.  

This research concerns mathematics innovation, especially developing N-soft sets combined with data 

mining. Data mining methods that can represent various types of data are needed. Combining N-soft sets with 

the association rule can represent various data types. In this point of convergence, the concept of N-Soft sets 

Decision Making appears in Association Rules. This concept combines the flexibility of the N-Soft set with 

the analytical power of ARM, providing a more comprehensive framework for addressing uncertainty and 

complexity in decision-making. Previous research conducted decision-making solely using N-Soft sets [20]-

[22]. However, in this study, integrating N-Soft sets with ARM is introduced, representing a novel approach. 

This study aims to investigate the concept of N-Soft sets decision-making in association rules in more depth.  

The resulting model is applied to the analysis of digital service users to strengthen the digital 

transformation of higher education in Indonesia. The challenges of digital services in higher education are 

related to users' acceptance across Indonesia. Universitas Terbuka is a pioneer in distance education that 

implements digital transformation for new student registration, student services, and alums. Determining 

suitable promotional media for new student recruitment is challenging. Therefore, this study aims to develop 

an N-Soft Sets Association Rule (NSSAR) decision-making algorithm and apply it to actual data to determine 

a suitable new student promotion strategy at Universitas Terbuka. 

 

2. RESEARCH METHODS 

This article is a theoretical and practical study. A theoretical study is needed to define the novelty 

related to N-soft sets with the Association Rule. So, we examine the underlying definition: soft sets, a 

combination of soft sets association rules, and N-soft sets. A decision-making algorithm N-soft sets 

association rule is created in the next stage. In practical studies, the algorithm findings are applied to real 
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data, namely information media used by prospective new students. After the NSSAR decision-making 

algorithm has been created, it continues to apply to real data. The research population was new students at 

UT Jakarta for the   2023/2024 odd semester. Samples were taken randomly from the population, and students 

were asked to complete a questionnaire. Next, data cleaning was performed to ensure that no data was empty 

or duplicated. Then, the transformation was carried out using N-Softset and grouped using Association Rules 

Mining. The state of the art of the proposed new algorithm is presented in Figure 1. 

Figure 1. State of the art NSSAR 

 

2.1 Basic Definitions 

The notation U denotes the universe of objects, E symbolizes the universal set of parameters or 

attributes with 𝑨 ⊆ 𝑬, and the set of ordered ranks is denoted by the notation 𝑹 = {𝟎, 𝟏, … , 𝑵 − 𝟏}, where 

𝑵 = {𝟐, 𝟑, … }.  

In this section, definitions of related theories are presented. The definition of soft sets can be seen in 

Definition 1. 

Definition 1 [8]. Soft sets over the universe U, denoted as (𝐹, 𝐴), are a mapping defined by the Equation 

(1). 

𝐹: 𝐴 → 2𝑈 (1) 

Furthermore, the relationship of soft sets with association rules is elaborated in several definitions and 

algorithms. The definitions of softset can be seen in  Definitions 2 – 5. 

Definition 2 [18]. Let (𝐹, 𝐴) be a soft set over 𝑈 and let 𝑢 ∈ 𝑈. The set of co-occurrence items in transaction 

𝑢 is defined in Equation (2). 

𝐶𝑜𝑜(𝑢) = {𝑎 ∈ 𝐴: 𝑓(𝑢, 𝑎) = 1} (2) 

Can be written as 𝐶𝑜𝑜(𝑢) = {𝑎 ∈ 𝐴: 𝐹(𝑎) = 1}.  

Interpretation of the 𝐹 function is as follows. If 𝑢 meets the criteria 𝑎, then it is written 𝐹(𝑎) = 1. Otherwise, 

if 𝑢 does not meet the property 𝑎, the value 𝐹(𝑎) = 0 is given. Set 𝐴 is usually interpreted as a list of 

characteristics, properties, or attributes (other interpretations are possible). Therefore, the domain of function 

𝐹 is denumerable sets. 

Definition 3 [18]. Suppose (𝐹, 𝐴) is a soft set over 𝑈 and two maximal itemsets 𝑋, 𝑌 ⊆ 𝐸𝑖, where 𝑋 ∩ 𝑌 ≠ ∅. 

A maximal association rule between 𝑋 dan 𝑌 is an implication of the form 𝑀𝑎𝑥 (𝑋 ⟹ 𝑌). Itemset 𝑋 is the 

maximal antecedent, and Y is the maximal consequent. 

For decision-making using soft sets association, related definitions are required. 

𝑁-Soft Sets  [20] Soft Sets Association Rule [27] 

𝑁-Soft Sets Association Rule Decision Making 

(New Proposed) 

 

Soft Sets [28] 

Maximal Association using Soft 

Sets [29] 
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Definition 4 [18]. Suppose (𝐹, 𝐴) is a soft set over the universe 𝑈 and two maximal itemsets 𝑋, 𝑌 ⊆ 𝐸𝑖, where 

𝑋 ∩ 𝑌 = ∅. The maximal support of the maximal association rule 𝑋 ⟹ 𝑌, denoted as 𝑀𝑠𝑢𝑝(𝑀𝑎𝑥 (𝑋 ⟹
𝑌)), is defined in Equation (3). 

𝑀𝑠𝑢𝑝(𝑀𝑎𝑥 (𝑋 ⟹ 𝑌)) = 𝑀𝑠𝑢𝑝(𝑋 ∪ 𝑌) 

𝑀𝑠𝑢𝑝(𝑋 ∪ 𝑌) = |{𝑢: 𝑋 ∪ 𝑌 = 𝐶𝑜𝑜(𝑢) ∩ 𝐸𝑖  }|        (3) 

 

Definition 5 [18]. Suppose (𝐹, 𝐴) is a soft set over 𝑈 and two maximal itemsets 𝑋, 𝑌 ⊆ 𝐸𝑖, where 𝑋 ∩ 𝑌 = ∅. 

The confidence of the maximal association rule, denoted as 𝑀𝑐𝑜𝑛𝑓(𝑀𝑎𝑥 (𝑋 ⟹ 𝑌)), is defined in Equation 

(4):  

𝑀𝑐𝑜𝑛𝑓(𝑀𝑎𝑥 (𝑋 ⟹ 𝑌)) =
𝑀𝑠𝑢𝑝(𝑋 ∪ 𝑌)

𝑀𝑠𝑢𝑝(𝑋)
  

𝑀𝑠𝑢𝑝(𝑋∪𝑌)

𝑀𝑠𝑢𝑝(𝑋)
 =

|{𝑢:𝑋∪𝑌=𝐶𝑜𝑜(𝑢)∩𝐸𝑖}|

|{𝑢:𝑋=𝐶𝑜𝑜(𝑢)∩𝐸𝑖}|
                              (4) 

 

Itemset X is referred to as the maximal antecedent, and Y is called the maximal consequent. Furthermore, it 

is an explanation of the definition of N-soft set. 

Definition 6 [23]. N-Soft Set (NSS) over 𝑈, denoted as (𝐹, 𝐴, 𝑁), is defined as the following mapping in 

Equation (5). 

𝐹: 𝐴 → 2𝑈×𝑅                                        (5) 

For each 𝑎 ∈ 𝐴, there exist a unique ordered pair (𝑢, 𝑟𝑎  ) ∈ 𝑈 × 𝑅 such that (𝑢, 𝑟𝑎 ) ∈ 𝐹(𝑎) ∈ 𝑈, 𝑟𝑎 ∈ 𝑅. 
 

2.2 Association Rules Mining (ARM) 

Association rules mining is a data mining technique that discovers associative rules among item 

combinations. The concept of association rules involves finding all possible "if → then" relationships between 

items and selecting the most frequent item/itemset. According to Agrawal and Srikant, there are several 

statements about association rules. Let assume 𝐼 = {𝑖1, 𝑖2, … , 𝑖𝑛} is a set of items in transactions, and 𝐷 is a 

set of transactions where each 𝑇 is a set of items such that 𝑇 ⊆ 𝐼. According to Agrawal and Srikant, the 

following is the definition of association rules, assuming 𝑋 and 𝑌 are sets of items in 𝐼 where 𝑋 ≠ 𝑌. 

Association rules are expressed in the form of 𝑋 → 𝑌, with 𝑋 ⊂ 𝐼, 𝑌 ⊂ 𝐼, and 𝑋 ∩ 𝐼 = ∅ [24]. 

Association rules use two parameters: support and confidence [25]. Support is the percentage of item 

combinations in a dataset. At the same time, confidence is the strength of the relationship between items in 

the association rule. One of the types of association rules mining is the apriori algorithm [26]. The apriori 

algorithm was introduced by Agrawal and Srikant in 1994 to find frequent items for Boolean association 

rules. Frequency pattern mining is one of the stages of association analysis that has garnered the attention of 

many researchers for generating efficient algorithms. The apriori algorithm aims to find frequent items when 

applied to a dataset. In each iteration 𝑘, all items with 𝑘 items, known as 𝑘-itemset, are discovered. The first 

step in finding dataset association rules is finding frequent item sets. Frequent items are sets of items that 

frequently appear together. The main processes in the apriori algorithm to obtain frequent items are joining 

and pruning. Join involves combining items with other items until no more combinations can be formed, and 

prune involves trimming the results of the combined items using specified minimum support. 

Support measures how frequently an itemset appears in the dataset as defines in Equation (6). 

 

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴 → 𝐶) =  
Number of transactions containing A and C

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛
                (6) 

 

Confidence measures the strength of the association rule, indicating the likelihood of item C being present in 

transactions that contain item A, as defined in Equation (7). 

 

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐴 → 𝐶) =  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡(A∪𝐶)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐴)
                                               (7) 
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Lift measures the ratio of the observed support of the itemset A∪C to the expected support if A and C were 

independent. It indicates how much more likely item C is to appear in transactions that contain item A 

compared to if C were independent of A. It is defined in Equation (8). 

 

𝐿𝑖𝑓𝑡 (𝐴 → 𝐶) =
𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝐴→𝐶)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐶)
=  

𝑠𝑢𝑝𝑝𝑜𝑟𝑡(A∪𝐶)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐴)𝑋𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐶)
.   (8) 

 

2.3 N-SoftSets Association Rules (NSSAR) 

The N-Soft sets Association Rules algorithm is a decision-making procedure used to discover 

association rules in a dataset using the concepts of the N-soft set. Algorithm N-Soft Sets Association Rules 

shown in Algorithm 1.  

Algorithm 1. N-Soft Sets Association Rules 

a. Suppose 𝑈 = {𝑢𝑖 } object subset, 𝐸 is the set of parameters where 𝐴 = {𝑎_𝑗 } ⊆ 𝐸 and 𝑅 = {0,1, … , 𝑁 −
1} denotes the rankings with 𝑁 = {2,3, … }. Input a multi N-soft set(𝐹, 𝐴, 𝑁) in such a way that for ∀𝑢𝑖 ∈
𝑈, 𝑎𝑗 ∈ 𝐴, ∃! 𝑟𝑖𝑗 ∈ 𝑅. 

b. Specify the threshold 𝑇 where 𝑇 ∈ 𝑅 is the minimum limit. 

c. If 𝑟𝑖𝑗 ≥ 𝑇, then make changes 𝑟𝑖𝑗 = 1, others𝑟𝑖𝑗 = 0. 

d. Find the support of maximal association rules. Set the minimum support to 30% 

e. Calculate the confidence of maximal association rules 

f. Make decisions based on the relationship between objects and parameters determined by the highest 

confidence group 

The implementation steps of the NSSAR algorithm can be seen in Figure 2. 

 
Figure 2. Steps of the NSSARM 

Data was initially gathered by distributing questionnaires to new students at UT Jakarta. This stage 

involved collecting various demographic and academic information to create a comprehensive data profile. 

Following data collection, the data underwent a thorough cleaning process. This step was essential to remove 

any incomplete or duplicate entries. After cleaning, the data was transformed using the N-Softset 

methodology. This transformation was necessary to convert the raw data into a format suitable for association 

rule mining, facilitating the identification of meaningful patterns and relationships within the dataset. Using 

the transformed data, association rules were then formed. This process involved identifying sets of items or 

attributes that frequently co-occur within the dataset and uncovering hidden relationships among the various 

attributes of the students. Finally, conclusions were drawn based on the association rules formed.  

End

Drawing conclusions

The Formation of Association Rule

Data Transformattion with N-Softset

Data Cleaning

Data profile of UT Jakarta students  

Start
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3. RESULTS AND DISCUSSION 

3.1 N-Soft Sets Association Rule Mining Application on New Students Data 

The Distribution of new student admissions from the gathered data based on the origin 

school/institution before entering UT Jakarta is quite diverse. There are six categories of origin 

schools/institutions for the student data: Vocational High School, Senior High School, Islamic High School, 

Diploma Three, Package C, and transfer from Trisakti School of Management. Most origin 

schools/institutions come from Vocational High School, totaling 100 students.  

 
Figure 3. The distribution of students based on their origin schools/institutions 

The detailed Distribution of students is shown in Figure 3. The student data is further analyzed based 

on the students' hometowns. In the data, several regional options have been merged; for example, Bekasi City 

and Regency are combined into the Bekasi region. Students who indicated Depok or Depok City are 

categorized under Depok. Likewise, Tangerang Regency and Tangerang Selatan are merged into Tangerang. 

The regions of Bogor City and Bogor Regency combined as Bogor. The regions Gunungkidul, Cirebon, 

Sukabumi, and Lampung are grouped as regions outside Jabodetabek—the Distribution of hometowns is 

shown in Figure 4, with most students coming from Bekasi. 

 
                     Figure 4. The distribution of students based on their hometowns. 
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 The student data is further analyzed based on the Distribution of faculties and study programs. Figure 

5 shows the Distribution of student faculties, and Figure 6 displays the Distribution of student study 

programs. Based on Figure 5, most students come from the Faculty of Economics and Business. It aligns 

with the Bachelor's program in Management, the most popular study program under the Faculty of Economics 

and Business. 

 
Figure 5. The Distribution of Students Based on Their Faculty. 

 

 
Figure 6. The Distribution of Students based on Their Study Program. 

After understanding the existing student profile at UT Jakarta, preprocessing is initiated to tailor the 

data to the needs of the data mining process. During this stage, data selection is performed, focusing on 

relevant attributes. Selecting data in this manner aids in data mining by discovering valuable data patterns, 

constituting a transformation process. The data does not include attributes such as Student ID, Name, Phone 

Number, and the Type of courses taken at UT. The data used solely consists of the student's hometown, their 

previous school or institution before enrolling at UT Jakarta, their Faculty, Study Program, and the source of 
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information about UT. The source of information about UT contains questions with a 5-point Likert scale. 

The Likert scale used comprises the following values: never (0), very rarely (1), sometimes (2), often (3), and 

always (4). 

In this research, the data is grouped to facilitate the implementation of the previously planned system 

design under the required variables. The grouping will analyze the data essential to the system's design. The 

collected data cannot be processed directly; it needs to be transformed and assigned codes for ease of data 

processing. At this stage, the researcher groups the necessary data to determine the groups in the N-soft set. 

Students who choose a Likert scale of 0,1, or 2 are grouped into 0, while those who prefer 3 or 4 are grouped 

into 1. The researcher also performs checks for empty or duplicate data. 

After preprocessing, the researcher proceeds to the N-Softset stage on the student data. N-Softset 

programming is implemented using Python. The N-Softset stage results provide binary data ready for 

grouping through association rules mining using Python. The source of information related to UT being 

studied includes promotional media such as Instagram, TikTok, Facebook, WhatsApp, study group leaders, 

friends/colleagues, family, billboards, banners, pamphlets, newspapers, magazines, radio, television, and 

websites. Patterns formed during the mining process are generated. Attribute testing is conducted to identify 

student groups with a minimum support of 30%. Table 1 displays the formation of 15 groups with the highest 

confidence. The calculation of support using Equation (6) and confidence using Equation (7) 

Table 1. The group with the highest 15 confidence 

Antecedents Consequents Confidence Support 

The media sources are Instagram, 

vocational school, and non-family 

information sources 

Information sources that are not 

Facebook, magazines, and 

billboards 

1 0,31 

The media sources are Instagram and 

information sources that are neither family 

nor billboards  

Information sources that are not 

radio, Facebook, and magazines 

1 0,31 

The information sources are Instagram, 

vocational school, and non-family and non-

magazine information sources 

Information sources that are not 

radio, Facebook, and billboards 

1 0,31 

The information sources are Instagram, 

vocational school, and non-radio, non-

family, and non-billboard information 

sources 

Information sources that are not 

Facebook and magazines 

1 0,31 

The information sources are Instagram, 

vocational school, and non-magazine, non-

family, and non-billboard information 

sources 

Information sources that are not 

radio and Facebook 

1 0,31 

The information sources are Instagram, 

vocational school, and non-magazine, non-

radio, and non-family sources 

Information sources that are not 

Facebook and billboards 

1 0,31 

The information sources are Instagram, 

vocational school, non-Facebook, non-

family, and non-billboard sources 

Information sources that are not 

radio and magazine 

1 0,31 

The information sources are Instagram, 

vocational school, and non-Facebook, non-

radio, and non-family sources 

Information sources that are not 

magazines and billboards 

1 0,31 

The information sources are Instagram, 

vocational school, and non-Facebook, non-

magazine, and non-family sources 

Information sources that are not 

radio and billboards 

1 0,31 

The information sources are Instagram, 

vocational school, and sources that are not 

magazines, radio, family, and billboards 

Information sources that are not 

Facebook 

1 0,31 

The information sources are Instagram, 

vocational school, and non-Facebook, non-

radio, non-family, and non-billboard 

sources 

Information sources that are not 

magazines 

1 0,31 

The information sources are Instagram, 

vocational school, and sources that are not 

Facebook, magazines, family, and 

billboards 

Information sources that are not 

radio 

1 0,31 
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Antecedents Consequents Confidence Support 

The information sources are Instagram, 

vocational school, and sources that are not 

Facebook, magazines, radio, and family 

Information sources that are not 

billboards 

1 0,31 

The information sources are Instagram, 

vocational school, and sources that are not 

Facebook, family, and banners  

Information sources that are not 

newspapers and magazines 

1 0,31 

The information sources are Instagram, 

vocational school, and sources that are not 

family and banners 

Information sources that are not 

newspapers, Facebook, and 

magazines 

1 0,31 

The next step involves analyzing student data by grouping them based on their faculties. Table 2 

displays the results of the top 5 groups with the highest confidence, sorted by faculty. Next, an analysis of 

student data is conducted based on the student's hometown. 

Table 2. The top 5 groups based on faculties with the highest confidence 

Antecedents Consequents Confidence Support 

The information sources are Instagram, non-

magazine information sources, radio, pamphlets, 

television, and banners, and the students are from 

the Faculty of Economics and Business 

The information 

sources are not 

newspapers 

1 0,30 

The information sources are Instagram, non-

newspaper and non-magazine information 

sources, pamphlets, television, and billboards, 

and the students are from the Faculty of 

Economics and Business 

The information 

sources are not radio, 

Facebook, and 

banners 

1 0,30 

The information sources are Instagram, non-

newspaper, non-magazine, pamphlets, 

television, and banners, and the students are from 

the Faculty of Economics and Business 

The information 

sources are not radio, 

Facebook, and 

billboards 

1 0,30 

The information sources are Instagram, non-

newspaper information sources, radio, 

pamphlets, television, and billboards, and the 

students are from the Faculty of Economics and 

Business 

The information 

sources are not 

banners, Facebook, 

and magazine 

1 0,30 

The information sources are Instagram, non-

newspaper information sources, radio, 

pamphlets, television, and banners, and the 

students are from the Faculty of Economics and 

Business 

The information 

sources are not 

Facebook, magazines, 

and billboards  

1 0,30 

    

Table 3 displays the results of the top 5 groups with the highest confidence, sorted by students' hometowns. 

Table 3. The top 5 groups based on students' hometowns with the highest confidence 

Antecedents Consequents Confidence Support 

The information sources are Instagram, non-

Facebook information sources, pamphlets, banners, 

and TikTok, and the student's hometown is Bekasi 

The information sources 

are not magazines 

1 0,30 

The information sources are Instagram, non-

pamphlet, and non-banners, and the student's 

hometown is Bekasi 

The information sources 

are not Facebook and 

magazines 

1 0,30 

The information sources are Instagram, non-

magazine, banners, and TikTok, and the student's 

hometown is Bekasi 

The information sources 

are not Facebook and 

pamphlets 

1 0,30 

The information sources are Instagram, non-

magazines, pamphlets, and TikTok, and the student's 

hometown is Bekasi 

The information sources 

are not Facebook, and 

banners 

1 0,30 

The information sources are Instagram, non-

Facebook, banners, and TikTok, and the student's 

hometown is Bekasi 

The information sources 

are not magazines and 

pamphlets 

1 0,30 
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A significant amount of data indicates a connection with information media, specifically Instagram. 

Therefore, the data was analyzed by considering students who use Instagram as antecedents. Table 4 displays 

groups' results with antecedents of students using Instagram for information related to UT and their hometown 

in Bekasi. The calculation of lift using Equation (8). 

 
Table 4. The groups are based on the source of information related to ut using instagram and the 

students' hometown being in bekasi 

Consequents Confidence Support Lift 

Information media that is not radio 0,958 0,453 1,02 

Information media that is not a magazine 0,958 0,453 1,01 

Information media that is not a newspaper 0,947 0,448 1,01 

Information media that is not billboards 0,937 0,442 1,01 

Information media that is not banners 0,937 0,443 1,02 

Information media that is not Facebook 0,926 0,438 0,99 

Information media that is not pamphlets 0,926 0,438 1,00 

Information media that is not television 0,916 0,433 1,00 

Information media that is not family 0,842 0,398 1,01 

Information media that is not study groups 0,842 0,398 1,00 

Information media that is not TikTok 0,653 0,308 0,97 

Information media that is not newspapers, Facebook, magazines, 

family, pamphlets, study groups, television, billboards, and banners 

0,653 0,308 0,95 

    

 Furthermore, the analysis is conducted on the results of groups with antecedents of students using 

Instagram for information related to UT and being from the Faculty of Economics and Business. The analysis 

results are shown in Table 5.  

Table 5. The groups are based on the source of information related to ut 

using instagram and students from the faculty of economics and business 

Consequents Confidence Support Lift 

Information media that is not banners 0,944 0,338 1,03 

Information media that is not radio 0,944 0,338 1,00 

Information media that is not newspapers 0,944 0,338 1,00 

Information media that is not magazines 0,944 0,338 1,00 

Information media that is not Facebook 0,944 0,338 1,00 

Information media that is not billboards 0,931 0,333 1,00 

Information media that is not pamphlets 0,903 0,323 0,98 

Information media that is not television 0,875 0,313 0,95 

Information media that is not study groups 0,875 0,313 1,03 

Information media that is not family 0,847 0,303 1,00 

Information media that is not newspapers, Facebook, magazines, 

radio, pamphlets, television, billboards, and banners 

0,847 0,303 0,98 

    

Table 6 shows the groups' results with antecedents of students using Instagram for information related 

to UT and coming from SMK. The analysis is then based on grouping solely by the antecedents of the 

students' hometown in Bekasi.  

Table 6. The Groups based on the source of information related to UT using 

instagram and coming from SMK 

Consequents Confidence Support Lift 

Information media that is not Facebook 0,899 0,353 0,96 

Information media that is not banners 0,899 0,353 0,98 

Information media that is not magazines 0,886 0,348 0,94 

Information media that is not a newspaper 0,886 0,348 0,94 

Information media that is not billboards 0,886 0,348 0,95 

Information media that is not radio 0,873 0,343 0,93 

Information media that is not pamphlets 0,861 0,338 0,93 

Information media that is not television 0,848 0,333 0,92 

Information media that is not family 0,810 0,318 0,98 

Information media that is not newspapers, 

Facebook, magazines, radio, pamphlets, 

television, billboards, and banners 

0,810 0,318 0,94 
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The grouping considered is for students who only use only one media. The results of this grouping 

are shown in Table 7. Based on the analysis of antecedents related to students’ hometowns in Bekasi, 

students who rely on Instagram as an information source exhibit a confidence value of 66.4%, support value 

of 47.3%, and lift value of 0.98. For students who use websites as their information source, the confidence 

value is 46.9%, the support value stands at 33.3%, and the lift value is 0.98. Students who gather 

information from friends or colleagues have a confidence value of 46.9%, a support value of 33.3%, and a 

lift value of 0.92.  

Table 7. The Groups based on Antecedents related to Students' Hometowns in Bekasi 

Consequents Confidence Support Lift 

Information sources are Instagram 0,664 0,473 0,98 

Information sources are website 0,469 0,333 0,98 

Information sources are friends/colleagues 0,469 0,333 0,92 

    

3.2 N-Soft Sets Association Rule Mining Data Analysis 

Based on Table 1, the most prevalent group is formed when the antecedents consist of using Instagram 

as the information medium and coming from SMK. Students who use Instagram as an information medium 

and from SMK have various group variations. Although the antecedents and consequents are diverse, overall, 

students who use Instagram and come from SMK are not receiving UT-related information from their 

families, billboards, magazines, radio, Facebook, or banners. It suggests that decision-making regarding 

information media can be focused on Instagram for SMK students, as this group is the most common in the 

antecedents. Consequently, understanding these preferences can inform targeted strategies to enhancing UT-

related communication channels for SMK students. 

Regarding the students' faculties, the formed groups are exclusively from the Faculty of Economics 

and Business. It aligns with the majority of the data originating from students of the Faculty of Economics 

and Business. The majority of the formed groups use Instagram as the information medium. Additionally, 

based on Table 3, the groups are formed solely based on students' hometowns in Bekasi. Both grouping types 

yield a confidence value of 1 and a support value of 0.3. Confidence is one of the metrics used to analyse 

grouping results. In this context, a confidence value of 1 means that all association rules in this study have 

perfect confidence. In other words, every rule found is valid based on the data used. Meanwhile, a support 

value of 0.3 indicates that the association rules found are only relevant for items or elements that appear in at 

least 30% of the total observations in the dataset. This robust analysis underscores the reliability and 

applicability of the association rules derived, offering insights into effective promotional strategies tailored 

to specific student demographics and geographical locations.  

The analysis using groups with antecedents of students using Instagram for UT-related information 

and coming from Bekasi shows that students who do not receive UT-related information from other media 

have a confidence above 60%. It suggests this demographic's strong reliance on Instagram for accessing UT-

related information. Looking at the consequences, if UT wants to use Instagram as the sole information 

medium for marketing and target students in Bekasi, without using other media such as newspapers, 

Facebook, magazines, radio, family, pamphlets, study group leaders, television, billboards, and banners, this 

can be achieved with a confidence level of 65.3%. This finding underscores the effectiveness of Instagram as 

a singular promotional platform in reaching and engaging students in Bekasi. Furthermore, this analysis 

provides insights into the varying levels of confidence associated with different promotional media, including 

Instagram, radio, magazines, newspapers, billboards, banners, Facebook, pamphlets, television, family, study 

group leaders, TikTok, or combinations of these media. Understanding these confidence levels can guide 

strategic decisions in optimizing promotional efforts tailored to specific student demographics and media 

preferences. 

The further analysis focuses on Instagram as the information medium for students from the Faculty of 
Economics and Business. Most students who use Instagram from the Faculty of Economics and Business 
without receiving information from other media have a confidence above 80%. It concludes that future 
marketing efforts for prospective Faculty of Economics and Business students can be focused on Instagram. 
The groups based on the school of origin that appear in NSS-ARM are only SMK. When Instagram is added 
as an antecedent, it leads to a conclusion that is almost similar to the groups based on the origin of students' 
place of residence and faculty. Based on Table 7, it is evident that if UT wants to promote to prospective 
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students living in Bekasi, promotion can be carried out by disseminating information through Instagram, with 
a confidence level of 66.4%, through a website with a confidence level of 46.9%, and through 
friends/colleagues with a confidence level of 46.9%.  These findings from the N-Soft Sets Association Rule 
Mining provide insights into the strategic use of Instagram and other media for targeted marketing efforts 
aimed at students from specific educational backgrounds and geographical locations, particularly 
emphasizing the role of Instagram in influencing decision-making behaviors among SMK students and those 
from the Faculty of Economics and Business. 
 

4. CONCLUSIONS 

N-soft set provides a solution for N-array assessment in soft set theory. This article introduces an 

innovation, which is the application of the N-soft set association rule for decision-making. The algorithm is 

applied to real data on new students at Universitas Terbuka. Based on the N-soft set association rule 

algorithm, it is revealed that most Universitas Terbuka Jakarta students come from Vocational High Schools, 

are domiciled in the Bekasi area, and enroll in the undergraduate management program at the Faculty of 

Economics and Business. Most of the new UT Jakarta students use socialization and information sources 

from Instagram. The implications and contributions of this research are to produce novel decision-making 

using N-soft sets on association rules to obtain representative, effective, and efficient algorithms to support 

the performance of the data mining process. For future research, the author intends to explore the novelty of 

combining N-soft sets with artificial bee colonies. In forthcoming research, it is also important to seek 

solutions for applying NNS decision-making to large datasets. 
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