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 ABSTRACT    

Article History: 
Extreme weather changes and the El Nino phenomenon in 2023 will cause drought, 

resulting in a decrease in rice production and an increase in rice prices. It has 

significantly impacted East Java Province as it is the most extensive rice supplier in 
Indonesia.  This study aims to predict the price of rice with six different qualities using 

the Fourier series estimator and Gaussian kernel function simultaneously. The results 

show that the Gaussian kernel method, with a bandwidth value of 1, produces a better 

model with a MAPE value of 0.228259% than the sine function Fourier series method in 
predicting rice prices based on six different qualities. The prediction results using the 

Gaussian kernel function method are categorized as highly accurate because they are less 

than 10%. This research accelerates the realization of SDG 2 related to "Zero Hunger" 

through government policies to control the high price of rice in Indonesia. 
Recommendations that can be given through the research results include cooperation with 

the government, which can help access information and resources needed to manage price 

risks. 
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1. INTRODUCTION 

The fulfillment of food needs is the most essential thing in a country's human development [1]. Rice is 

a staple food in some Asian countries, especially Indonesia. Therefore, rice has become an important 

commodity in maintaining national food security in Indonesia. The availability of rice in Indonesia is a 

prerequisite for national food security [2]. Of the several countries in the world, Indonesia has a rice income 

of 80%  [3]. Domestic rice production continues to increase from year to year, although there is a tendency 

for the growth rate to slope [4]. With the increasing population in Indonesia, the need for rice is also 

increasing. However, the price of rice on the market continues to rise, so many traders sell poor-quality rice 

[5]. 

Rice prices in the country continue to rise. This increase in rice prices far exceeded the Highest Retail 

Price (HET) set by the government and set a new record [6]. To date, the average price of rice has touched 

IDR 15,650/liter in all Indonesian provinces [7]. According to the government, the skyrocketing price of rice 

is caused by climate change, which has caused several regions to experience crop failure. Extreme climate 

change occurs due to the El Nino phenomenon, which affects global weather patterns, including Indonesia. 

According to the Meteorology, Climatology and Geophysics Agency (BMKG), El Nino in Indonesia started 

in June and peaked in August to September. This phenomenon is also predicted to last until early 2024. This 

phenomenon resulted in the retreat of the beginning of the rainy season, resulting in drought in Indonesia 

until the end of 2023 [8]. Drought due to El Nino can suppress the production of national rice prices and 

impact the increase in rice prices, which almost occurs in all countries. 

The impact of rising rice prices is felt in all provinces in Indonesia, one of which is East Java. East 

Java has the most significant rice production in Indonesia, with a total rice production of 9.68 million tonnes 

and an agricultural land area of 1.7 million hectares in 2022 [9]. In September 2023, the price of rice in East 

Java reached IDR 16,000 per kg above the price ceiling. The rising price of rice in East Java is a concern for 

the community because East Java is an area that has abundant rice stocks, but rice prices are still soaring. The 

long chain of rice distribution also causes an increase in rice prices. It harms several parties, such as farmers 

and retailers [10]. As a result of the increase in the price of rice as a staple food, food stalls are faced with 

several problems regarding the quality of the products sold to survive and maintain consumer loyalty. The 

increase in rice prices will more or less affect the quality of the products sold in the food stall [11]. 

Therefore, it is important to analyze and predict the price of rice in East Java Province, using various 

qualities, to prepare market players, companies, and the government to design appropriate policies for 

increasing rice prices. Based on data from the Strategic Food Price Information Centre (PIHPS), the price of 

rice in each quality has tended to grow in the last two years. Therefore, a classical time series analysis was 

conducted using the kernel estimator method, one of the nonparametric methods [12]. We chose the kernel 

estimator method because it is flexible in modeling data patterns and does not depend on assumptions about 

the relationship between variables. In addition to the kernel estimator, in classical nonparametric time series 

analysis, the prediction method used is the Fourier series. It has flexibility in modeling data patterns whose 

oscillation shape is unknown [13]. A benefit of employing nonparametric regression with the Fourier series 

lies in its ability to address datasets exhibiting trigonometric distribution, such as sine and cosine patterns. 

Utilizing the Fourier series approach is particularly advantageous when dealing with repetitive data patterns, 

where the dependent variable values repeat for various independent variables [14]. 

In previous research, Widyadarma et al. [15] predicted the weekly price of shallots and common red 

chilies using the Radial Basis Function Neural Network (RBFNN), Elman Recurrent Neural Network 

(ERNN), and a combination of neural network and genetic algorithm. However, the accuracy obtained is still 

relatively low, around 75%. Similar research has also been carried out by Purwoko et al.  [16] regarding Non-

Oil and Gas Export Price Prediction in Indonesia with nonparametric regression Fourier series estimator. 

Prediction in Indonesia with nonparametric regression Fourier series estimator. The function used in the study 

is a Polynomial kernel with excellent prediction with a smoothing epsilon parameter value of 0.0266, a 

weighting parameter value of 0.0285, and obtained an absolute average percentage error value of 7.7513%, 

which gives prediction accuracy results with a Mean Absolute Percentage Error (MAPE) value of 15.26% on 

testing data. 

Based on previous research, a study will be conducted to predict the price of rice with six different 

qualities by comparing the classical nonparametric Fourier series and Gaussian kernel methods. This research 

is important because the rice price is increasing, so it can determine the best way to overcome this. This 

research supports and accelerates the achievement of the 2nd SDG's point regarding the goal of zero hunger 
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as a form of recommendation to the Indonesian government to make policies to control rice prices, which are 

also influenced by natural factors. 

 

2. RESEARCH METHODS 

2.1 Data Sources 

The data used in this study are secondary data, which are rice prices based on six different qualities, 

namely Lower Quality Rice I (BKB I), Lower Quality Rice II (BKB II), Medium Quality Rice I (BKM I), 

Medium Quality Rice II (BKM I), Super Quality Rice I (BKS I), and Super Quality Rice II (BKS II). The 

data is taken from the PIHPS website weekly from 24 February 2022 to 20 February 2024, and there are as 

many as 104 datasets. The data used is divided into training data and testing data. The training and testing 

data division in this study is 80% for training data or 84 data from 24 February 2022 to 26 September 2023. 

Meanwhile, the testing data used in this study is 20% or 21 from 3 October 2023 to 20 February 2024. 

2.2 Research Variables 

The variables used in this study are the time variable as the predictor variable and the rice price variable 

as the response variable. The multicollinearity test tests whether a regression model correlates with predictor 

variables (independent) [17]. Since there is only one predictor (time), multicollinearity testing of variables is 

unnecessary. Multicollinearity itself requires at least two predictors that correlate with each other. With only 

one predictor, no pair of variables can show a correlation. The description for each variable is presented in 

Table 1 below. 

Table 1. Research Variables 

Variables Description 

Predictor Time (X) 

Response 

BKB I (Y1), BKB II (Y2), 

BKM I (Y3), BKM II (Y4), 

BKS I (Y5), BKS II (Y6) 

2.3 Research Method 

The analysis steps in this study can be described in detail as follows: 

a. Collected weekly data on rice prices from the bi.go.id/hargapangan website.  

b. Create a descriptive overview of weekly rice price data using time series plots and describe it. 

c. Perform Bartlett's Test. 

d. Determining training and testing data with an 80% and 20% ratio. 

e. Selects oscillation parameters (k) in the Fourier series and bandwidth (h) in the optimal 

Gaussian kernel based on minimum GCV values. 

f. Modeling the training data using the Fourier series approach and Gaussian kernel function. 

g. Predict the testing data using the Fourier series approach and Gaussian kernel function. 

h. Selecting the best model by comparing the prediction results of the Fourier series estimator and 

Gaussian kernel function based on the smallest MAPE value. 
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Figure 1. Flowchart research 

2.4 Simultaneous Fourier Series Estimator  

The Fourier series estimator is based on two parameters, namely the model parameter and the 

oscillation parameter as a representation of the bandwidth. One of the advantages of the Fourier series 

estimator approach is that it can handle data with patterns represented by trigonometric functions [18]. 

Therefore, Fourier series are characterized as trigonometric polynomial functions renowned for their great 

flexibility, since they embody curves representing sine and cosine functions [19]. To obtain the model 

parameters, the optimisation method in this study is the Weighted Least Square (WLS) method. This method 

is not tied to the shape of the distribution function of the error, and there is no penalty. Therefore, this method 

is easy to be used [20]. The complete Fourier series consists of cosine and sine functions. Given paired data 

(𝑥𝑖𝑗 , 𝑦𝑖𝑗) with 𝑗 = 1,2,… , 𝑞 then the simultaneous Fourier series equation is shown as follows.. 

𝑦𝑖1 =
𝑎01

2
+ 𝜔1𝑥𝑖1 + ∑(𝑎𝑘1 cos 𝑘𝑥𝑖1 + 

𝑘

𝑘=1

𝑏𝑘1 sin 𝑘𝑥𝑖1) + 𝜀𝑖1; 𝜀𝑖1~𝑁(0, 𝜎1
2) 

⋮ 

𝑦𝑖𝑞 =
𝑎0𝑞

2
+ 𝜔𝑞𝑥𝑖𝑞 + ∑(𝑎𝑘𝑞 cos 𝑘𝑥𝑖𝑞 + 

𝑘

𝑘=1

𝑏𝑘𝑞 sin 𝑘𝑥𝑖𝑞) + 𝜀𝑖𝑞; 𝜀𝑖𝑞~𝑁(0, 𝜎𝑞
2) 

(1) 

Where 𝑘 is the representation of the oscillation parameter, 𝐾 is the number of the oscillation parameter. 

Parameters where their values can be determined is based on the Penalized Weighted Least Square (PWLS) 

result 𝑎0𝑞, 𝑎𝑘𝑞, 𝑏𝑘𝑞 , and 𝜔𝑞. In general, Equation (1) can be written as follows. 

𝑦𝑖𝑗 =
𝑎0𝑗

2
+ 𝜔𝑗𝑥𝑖𝑗 + ∑(𝑎𝑘𝑗 cos 𝑘𝑥𝑖𝑗 + 

𝑘

𝑘=1

𝑏𝑘𝑗 sin 𝑘𝑥𝑖𝑗) + 𝜀𝑖𝑗; 𝜀𝑖𝑗~𝑁(0, 𝜎𝑗
2) (2) 

From Equation (2), it can be expressed in a matrix equation as follows: 

𝒚 = 𝑿[𝑘]𝜷 + 𝜺; 𝜺~𝑁(𝟎, 𝜎𝑗
2𝑰)  (3) 

 

with  

𝒚 = (𝒚𝟏′, 𝒚𝟐′, … , 𝒚𝒒′)′ 
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𝒚𝒋 = (𝑦1𝑗, 𝑦2𝑗 , … , 𝑦𝑛𝑗)′ 

and 

𝑿[𝑘] = 𝑿𝒋[𝑘]𝑰 

 

where 

𝑿𝒋[𝑘] = [

1 𝑥1 cos 𝑥1 ⋯ cos 𝑘𝑥1 sin 𝑥1 ⋯ sin 𝑘𝑥1

1 𝑥2 cos 𝑥2 ⋯ cos 𝑘𝑥2 sin 𝑥2 ⋯ sin 𝑘𝑥2

⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
1 𝑥𝑛 cos 𝑥𝑛 ⋯ cos 𝑘𝑥𝑛 sin 𝑥𝑛 ⋯ sin 𝑘𝑥𝑛

] 

 

Then, given the parameter vector 𝜷 

𝜷 = (𝜷𝟏
′ , 𝜷𝟐

′ , … , 𝜷𝒋
′)

′
 

with 

𝜷𝒋′ = (
𝑎0𝑗

2
,𝜔𝑗, 𝑎1𝑗, … , 𝑎𝑘𝑗, 𝑏1𝑗 , … , 𝑏𝑘𝑗) 

and 

𝜺 = (𝜺𝟏′, 𝜺𝟐′, … , 𝜺𝒒′)′ 

with  

𝜺𝒋 = (𝜀1𝑗 , 𝜀2𝑗 , … , 𝜀𝑛𝑗)′ 

 

The estimator for the regression curve of the multiresponse nonparametric model using the Fourier 

series approach with sine basis is 

�̂�𝑖1 =
�̂�𝑖1

2
+ �̂�1𝑥𝑖1 + �̂�1𝑥𝑖𝑙 + ∑ (�̂�𝑘1

𝐾

𝑝=1
sin 𝑘𝑥𝑖𝑙) 

⋮ 

�̂�𝒊𝒒 =
�̂�𝒊𝒒

𝟐
+ �̂�𝒒𝒙𝒊𝒒 + �̂�𝒒𝒙𝒊𝒍 + ∑ (�̂�𝒌𝒒

𝑲

𝒑=𝟏
𝐬𝐢𝐧 𝒌𝒙𝒊𝒍) 

(4) 

The estimator for the regression curve of the multiresponse nonparametric model using the Fourier 

series approach with a cosine basis is 

�̂�𝑖1 =
�̂�1𝑖

2
+ �̂�1𝑥𝑖1 + �̂�1𝑥𝑖𝑙 + ∑ (�̂�𝑘1

𝐾

𝑝=1
cos 𝑘𝑥𝑖𝑙) 

⋮ 

�̂�𝑖𝑞 =
�̂�𝑞𝑖

2
+ �̂�𝑞𝑥𝑖𝑞+�̂�𝑞𝑥𝑖𝑙 + ∑ (�̂�𝑘𝑞

𝐾

𝑝=1
cos 𝑘𝑥𝑖𝑙) 

(5) 

The estimator for the regression curve of the multiresponse nonparametric model using the Fourier 

series approach with sine cosine basis is 

�̂�𝑖1 =
�̂�𝑖1

2
+ �̂�1𝑥𝑖1 + �̂�1𝑥𝑖𝑙 + ∑ (�̂�𝑘1

𝐾

𝑝=1
cos 𝑘𝑥 + �̂�𝑘1 sin 𝑘𝑥𝑖𝑙) 

⋮ 

�̂�𝑖𝑞 =
�̂�𝑖𝑞

2
+ �̂� ̂𝑞𝑥𝑖𝑞 + �̂�𝑞𝑥𝑖𝑙 + ∑ (�̂�𝑘𝑞

𝐾

𝑝=1
cos 𝑘𝑥𝑖𝑙 + �̂�𝑘𝑞 sin 𝑘𝑥𝑖𝑙) 

(6) 

The estimator for the parameters of the simultaneous Fourier series model based on Weighted Least 

Squared (WLS) optimisation is �̂� = (𝑿[𝒌]′𝑾𝑿[𝒌])−𝟏𝑿[𝒌]′𝑾𝒚. The 𝑾 matrix plays a crucial role in 

optimizing Weighted Least Squares (WLS) to derive the parameter estimator, �̂�, in nonparametric multi-

response multi-predictor regression using the Fourier series approach. WLS optimization aims to minimize 

the discrepancy between the observed data and the model's predictions. It is achieved by incorporating 

weights derived from the inverse of the covariance-variance matrix of the errors, denoted as 𝑾 = 𝑽−𝟏. 
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𝑾 = [

𝒘𝟏 𝟎 ⋯ 𝟎
𝟎 𝒘𝟐 ⋯ 𝟎
⋮ ⋮ ⋱ ⋮ 
𝟎 𝟎 ⋯ 𝐰𝐧

]  

while  

𝑽 =

[
 
 
 
𝚺𝟏 𝚺𝟏𝟐 ⋯ 𝚺𝟏𝒋

𝚺𝟐𝟏 𝚺𝟐 ⋯ 𝚺𝟐𝒋

⋮ ⋮ ⋱ ⋮ 
𝚺𝒋𝟏 𝚺𝒋𝟏 ⋯ 𝚺𝒋 ]

 
 
 

 (7) 

With 𝚺𝟏 is a matrix containing:  

𝚺𝒋 =

[
 
 
 
 
𝝈𝟏

𝟐 𝟎 ⋯ 𝟎

𝟎 𝝈𝟐
𝟐 ⋯ 𝟎

⋮ ⋮ ⋱ ⋮
𝟎 𝟎 ⋯ 𝝈𝒋

𝟐
]
 
 
 
 

  

and 

𝚺𝒊𝒋 = [

𝟎 𝟎 ⋯ 𝟎
𝟎 𝟎 ⋯ 𝟎
⋮ ⋮ ⋱ ⋮
𝟎 𝟎 ⋯ 𝟎

] ; 𝒊 ≠ 𝒋  

𝝈𝒋
𝟐 is the 𝒋-th response error variance and 𝝈𝒊𝒋 is the 𝒋-th response error covariance with other responses. 

Because of the independent assumption between 𝒊 and 𝒋.  

2.5 Simultaneous Kernel Estimator 

This research uses the Nadaraya-Watson kernel estimator, often called local polynomial regression of 

order 0. In general, local polynomial regression expands the Taylor series around 𝒙. The Taylor series is the 

main tool for deriving numerical methods and is helpful in approximating (functions into polynomial forms) 

[21]. The following is the general equation of local polynomial regression for the multi-response case: 

𝒚(𝒙𝒊𝒕) = 𝒇(𝒙) + (𝒙𝒊𝒕 − 𝒙)𝒇′(𝒙) +
(𝒙𝒊𝒕 − 𝒙)𝟐

𝟐!
𝒇′′(𝒙) + ⋯+

(𝒙𝒊𝒕 − 𝒙)𝒑

𝒑!
𝒇(𝒑)(𝒙) (8) 

with,  

𝒚(𝒙𝒊𝒕) is the observed response value at the point 𝒙𝒊𝒕. 

𝒇(𝒙) is the value of the function at point  

(𝒙𝒊𝒕 − 𝒙)𝒇′(𝒙) is the first-order term, representing the linear approximation (slope) at 𝒙. 

(𝒙𝒊𝒕−𝒙)𝟐

𝟐!
𝒇′′(𝒙) is the second-order term, representing the curvature at 𝒙.  

(𝒙𝒊𝒕−𝒙)𝒑

𝒑!
𝒇𝒑(𝒙) is the higher-order terms account for more complex shapes of the function near 𝒙. 

𝒊 is the response index =  𝟎, 𝟏, 𝟐,… , 𝒎 

𝒕 is the time index =  𝟎, 𝟏, 𝟐,… , 𝒏 , 

Let 𝜷𝒌 =
𝒇(𝒌)(𝒙)

𝒌!
, 𝒌 is a local polynomial order, then Equation (8) can also be written as: 

𝒚(𝒙𝒊𝒕) = 𝜷𝟎(𝒙) + (𝒙𝒊𝒕 + 𝒙)𝜷𝟏(𝒙) + (𝒙𝒊𝒕 − 𝒙)𝟐𝜷𝟐(𝒙) + ⋯ + (𝒙𝒊𝒕 − 𝒙)𝒑𝜷𝒑(𝒙) + 𝜺 (9) 

 

Equation (9) can be written in the following matrix form: 

𝒚 = 𝑿𝜷 + 𝜺 (10) 
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with elements 𝒚 and 𝜺 re the same as Fourier series modeling where 𝑿𝜷 contains elements of the Gaussian 

kernel. In this research, the WLS method was used with the result �̂� = 𝑯𝒚, where: 

𝑯 = (𝑿′𝑾(𝑿𝒊𝒕)𝑿)−𝟏𝑿′𝑾(𝑿𝒊𝒕) (11) 

So, we obtain a Gaussian kernel estimator simultaneously in Equation (12) as follows: 

𝒚(𝒙𝒊𝟏) = 𝒎𝟏(𝒙𝒊𝟏) =
∑ 𝑲𝒉(𝒙𝟏 − 𝑿𝒊𝟏)𝒘𝟏𝒚𝒊𝟏

𝒏
𝒊−𝟏

∑ 𝑲𝒉(𝒙𝟏 − 𝑿𝒊𝟏)
𝒏
𝒊−𝟏

 

⋮ 

𝒚(𝒙𝒊𝒒) = 𝒎𝒒(𝒙𝒊𝒒) =
∑ 𝑲𝒉(𝒙𝒒 − 𝑿𝒊𝒒)𝒘𝒒𝒚𝒊𝒒

𝒏
𝒊−𝟏

∑ 𝑲𝒉(𝒙𝒒 − 𝑿𝒊𝒒)
𝒏
𝒊−𝟏

 

(12) 

Where 𝑿𝒊𝒒 is the input value, 𝒉 is the bandwidth, 𝒘𝒒 is the weighted variance error, and 𝑲𝒉 shows the 

univariate Gaussian kernel function, presented in Equation (13). 

𝑲𝒉(𝒙) =
𝟏

√𝟐𝝅
𝒆𝒙𝒑 (−

𝒙𝟐

𝟐
) ; −∞ < 𝒙 < ∞ (13) 

𝑲𝒉(𝒙) be the 𝒏𝒓 × 𝒏𝒓 diagonal matrix of weights. 

2.6 Selection of the Best Model 

The bandwidth selection method commonly uses Generalized Cross Validation (GCV) criteria. The 

general formula for GCV is as follows: 

𝑮𝑪𝑽(𝒉 ⋁ 𝒌) =
𝑴𝑺𝑬

(
𝟏
𝒏

𝒕𝒓𝒂𝒄𝒆(𝑰 − 𝑯(𝒉 ⋁ 𝒌))

𝟐 

(14) 

where h is the bandwidth in the kernel approach and k is the oscillation parameter in the Fourier series 

approach. 

𝑴𝑺𝑬 =
𝟏

𝒏
𝒚′(𝑰 − 𝑯(𝒉 ⋁𝒌))′𝑾(𝑰 − 𝑯(𝒉 ⋁ 𝒌))𝒚 and I are identity matrices. 

Calculations need to be carried out to determine the correspondence between actual data and predicted 

data in measuring the accuracy of predictions. Several calculations are generally used to measure the accuracy 

of prediction results, namely MAPE [22]. MAPE defines the percentage error of prediction results from actual 

data over time by providing information regarding the percentage error that is high or low. MAPE calculation 

by dividing the absolute error of each period according to the number of responses. The resulting MAPE 

value has the following interpretation [23]: 

Table 2. MAPE value interpretation interval 

MAPE (%) Interpretation 

MAPE ≤ 10% High accurate predictions 

10% < MAPE ≤ 20% Good prediction 

20% < MAPE ≤ 50% Predictions are still within reason 

MAPE > 50% Inaccurate predictions 

 

3. RESULTS AND DISCUSSION 

3.1 Data Exploration 

The data used in this research is weekly secondary data obtained from PIHPS via the website 

bi.go.id/hargapangan from February 2022 to February 2024. Empirical studies prove that the best prediction 

results are obtained when the data set is divided into 80-90% data training and 20-30% test data [24]. The 
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data has been divided into 80% training data for or as many as 84 data from the period 24 February 2022 to 

26 September 2023 and testing data, which has been divided into 20% or as many as 21 data from the period 

3 October 2023 to 20 February 2024, presented in a time series plot Rice prices of the six different qualities 

are shown in Figure 2. 

 
Figure 2. Rice price plot data 

Generally, rice prices increased for all qualities from February 2022 to February 2024. In 105 weekly 

data on rice prices, an average of IDR 11,352.22 was obtained with a standard deviation of IDR 1,497.37. 

The characteristics of rice price data for all qualities are presented in Table 3 as follows. 

 
Table 3. Characteristics of rice prices for the period 24 February 2022 – 20 February 2024  

Descriptive 

Rice Quality 

Min Max Average St.Dev 
Periode 

Min 

Periode 

Max 

BKB I 8900 14100 10706.19048 1348.373223 10/5/2022 20/2/2024 

BKB II 13900 8600 10328.1 1356.092 10/5/2022 20/2/2024 

BKM I 15000 9550 11392.38 1325.014 22/2/2022 20/2/2024 

BKM II 14850 9500 11304.29 1364.349 10/5/2022 20/2/2024 

BKS I 15650 10550 12396.19 1254.754 22/2/2022 20/2/2024 

BKS II 15350 10100 11986.19 1312.12 10/5/2022 20/2/2024 

Multiresponse nonparametric regression aims to identify and describe the relationship between several 

response variables and predictor variables, where the relationship pattern cannot be explained or known 

previously[25]. n nonparametric regression, the response variables must be correlated with each other.  

Table 4. Bartlett’s Test of Sperchity 

KMO Measure of Sampling Adequacy .919 

Bartlett’s Test of Sphericity Approx. Chi-Square 2880.061 

df 15 

Sig. .000 

Table 4 states that the Bartlett Test produces a P-value (0.00) < 0.05. So, there is a relationship between 

variables. Therefore, modeling can be carried out simultaneously for all rice price values based on quality by 

comparing the Gaussian kernel estimator and the Fourier series estimator. 

 

3.2 Fourier Series Estimation Results 

In nonparametric regression utilizing Fourier series estimation, an oscillation parameter (k) exists. The 

selection of the optimal value for (k) is crucial in constructing the model. It is determined by minimizing the 

GCV value. Next, the most optimal function will be selected by comparing the minimum GCV of the three 

functions. A compares the Fourier series estimation results can be seen in Table 5.  
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Table 5. Comparison of Fourier series estimation results 

Function k GCV MSE 

Sine 1 0.002337377 1.095395 

Cosine 1 0.002372061 1.111649 

Cosine – Sine  1 0.00239241 1.093673 

It was found that the best Fourier series model is the model with the sine function because it has the 

minimum GCV value. The sine function has an optimum oscillation parameter value (k) of 1 with a GCV 

value of 0.002337377, MSE of 1.095395, and 𝑅2 of 93.86499. Thus, we get the results of predicting the price 

of rice with six different qualities on test data or 21 periods into the future. A comparison plot of predicted 

values with actual values of rice prices is presented in Figure 3. 
 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

 

 

Based on the plot data in Figure 3, it is shown that the predicted data using the Fourier series estimator 

is similar to the actual data in several periods for each type of rice. The Mean Average Percentage Error 

(MAPE) value obtained from prediction results using testing data based on the Fourier series estimator of the 

sine function with an oscillation parameter (k) equal to 1 is 1.872354%, which means that the forecasting 

results for rice price data with six different qualities are high accurate predictions. 
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Figure 3. Plot of actual data and predicted data for variables (a) BKB I, (b) BKB II, (c) BKM I, 

(d) BKM II, (e) BKS I, and (f) BKS II using the Fourier series estimator 
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3.3 Kernel Estimation Result 

The best kernel estimator was selected using a Gaussian kernel, and an optimal bandwidth of 1 was 
obtained. From the results of the optimal bandwidth, the GCV value is 5703.129167, and the R-squared is 
99.75448333. A comparison plot of the predicted value with the actual value of rice prices is presented in 
Figure 4. 
 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 4. Plot of actual data and predicted data for variables (a) BKB I, (b) BKB II, (c) BKM I, (d) BKM II, (e) 

BKS I, and (f) BKS II using Gaussian Function Kernel estimator 

Based on the plot data in Figure 4, it is shown that the predicted data using the Gaussian kernel 

estimator function has a minimal difference from the actual data for the entire period for each type of rice. 

The Mean Average Percentage Error (MAPE) value obtained from prediction results using testing data based 

on a Gaussian kernel function estimator with a bandwidth parameter (h) equal to 1 is 0.228259%, which 

means that the emission results for rice price data with six different qualities are high accurate prediction. 

11500

12000

12500

13000

13500

14000

14500

1 3 5 7 9 11 13 15 17 19 21

Actual Prediction

11000

11500

12000

12500

13000

13500

14000

14500

1 3 5 7 9 11 13 15 17 19 21

Actual Prediction

12000

12500

13000

13500

14000

14500

15000

15500

1 3 5 7 9 11 13 15 17 19 21

Actual Prediction

12000

12500

13000

13500

14000

14500

15000

1 3 5 7 9 11 13 15 17 19 21

Actual Prediction

13000

13500

14000

14500

15000

15500

16000

1 3 5 7 9 11 13 15 17 19 21

Actual Prediction

12500

13000

13500

14000

14500

15000

15500

1 3 5 7 9 11 13 15 17 19 21

Actual Prediction



BAREKENG: J. Math. & App., vol. 18(3), pp. 1963- 1974, September, 2024.  1973 

 

 

3.4 Comparison of prediction results 

In the previous subchapter, predictions were made based on the Fourier series estimator and Gaussian 

kernel to select the best method based on the smallest MAPE value. A comparison of the MAPE value results 

for the two methods is presented in Table 6 as follows.  

Table 6. Performance comparison of Fourier series methods and Kernel functions 

Method MAPE 

Gaussian Function Kernel 0.228259% 

Fourier Sine Function 1.872354% 

  

Based on the prediction results, both have resulted in the very accurate prediction category with MAPE 

values below 10 percent. When the two methods are compared, the best prediction result is using the 

Gaussian kernel method because it has the smallest MAPE value. 

 

4. CONCLUSIONS 

Based on the analysis results that have been conducted, several conclusions can be drawn as follows: 

1. Prediction of rice prices in East Java can be done simultaneously using the Fourier series estimator 

approach and the Gaussian kernel function.  

2. The prediction performance with both models is highly accurate prediction because it produces a MAPE 

of less than 10%. Both approaches also include parsimony because they produce a minimum GCV on the 

oscillation parameters for the Fourier series, and the bandwidth for the Gaussian kernel is assessed as 1. 

Then, predictions using the Fourier series method with the sine function produce a greater MAPE value 

of 1.872354% compared to the Gaussian function kernel with a MAPE value of 0.228259%.  

3. The kernel method with the Gaussian function is better for predicting rice prices for each quality because 

it has a smaller MAPE value and is categorized as a highly accurate prediction.  

From the results of this prediction, the government can implement policies to control rice prices to 

overcome the increase in rice prices that occurred in Indonesia. Especially in controlling the quality and 

quantity of rice production, import and export policies, rice subsidies, and rice trade regulations, which 

influence the production, distribution, and price of rice in East Java, the largest rice-producing province in 

Indonesia. 
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