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ABSTRACT 

Article History: 
The Youden square design is widely used in experimental research to control two sources 

of variability, but missing data can compromise the results. Addressing missing data is 
critical to maintaining the integrity and reliability of such experiments. This paper proposes 

to adapt the Yates method to handle missing data specifically in Youden square designs. We 

begin by outlining the structure of the Youden square design and the challenges posed by 

missing data. The Yates method, known for its robustness in estimating missing data, is 
adapted to fit this design. We demonstrate its effectiveness through simulations and real-

world case studies. The simulation involved generating experimental data with one missing 

value, and the case study analyzed chemical process research with critical missing data 

points. The results show that the Yates method maintains statistical validity and improves 
data completeness compared to traditional methods. Its advantage lies in utilizing Youden's 

quadratic structure for more accurate estimation. This study highlights the Yates method as 

a solution to handle missing data, improving the quality and reliability of experimental 

research. 
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1. INTRODUCTION 

Scientific planning is constantly being done for the betterment of the world. Generally, scientific 

planning is known as experimental design. An experimental design is a well-defined plan, with each action 

step clearly defined, so that information is relevant or necessary to reveal the problem. The existence of an 

experimental design aims to obtain as much information as possible that is necessary and useful in carrying 

out research. The fundamental form of experimental design is the perfectly randomized design, which 

involves completely random assignment of treatments to experimental units, ideally possessing homogeneity. 

If the experimental units are not relatively homogeneous, a randomized block design can be used where the 

treatments to the experimental units cannot be fully assigned due to restrictions or confounding so the 

experimental units are grouped in blocks so that the units within a block are relatively homogeneous. Many 

studies use an experimental design to determine the effect of experimental factors on the response. 

In cases where two factors are organized in rows and columns, a Latin square design is employed. This 

design ensures random placement of all treatments within the experimental unit, with each treatment 

appearing an equal number of times in every row and column [1]. Should the treatments not be evenly 

distributed across rows and columns, a Youden square design is utilized. W.J. Youden devised the Youden 

square design to address the deficiencies of the Latin square design's incompleteness. This design is 

frequently employed in research to mitigate block effects and enhance the internal validity of experiments 

[2]. Other studies utilize the Youden experimental design to evaluate the influence of various factors on 

experimental outcomes. The Youden design is often chosen due to its ability to provide comprehensive 

information about the effects of each factor and their interactions while minimizing the number of 

experiments required [3]–[8]. 

Incomplete data is often found in experimental results due to confounding factors or errors that occur 

when experiments are in progress. Generally, incomplete data or missing data is caused by damage to the 

object of research, improper treatment, and irrational data. As a result of incomplete data, it causes imbalance, 

loss of symmetry, or orthogonal properties due to no longer equal to zero values of Σ𝛽𝑖 or Σ𝜋𝑗 [9]. The study 

on the design and analysis of experimental data using the Youden squares method, with the data studied using 

complete Youden squares, concludes that there is an effect of using different chemical substances on the 

length of reaction time [10]. In previous studies, it was found that the data used in the Youden design were 

complete, but there has not been much discussion about the case of missing data [11].  

Therefore, the purpose of this study is to examine data analysis in Youden design when facing the case 

of missing data. We used the complete data of the Youden design as an illustrative example and then 

simulated the loss of a single data point. The Yates method, which was chosen for its robustness and 

simplicity, was used to predict the missing data. This experimental case explores the impact of different 

chemical substances on reaction time. In addition, this study compares the variance analysis results between 

data sets with missing data and complete data, evaluating the consistency of their conclusions. While previous 

studies have addressed missing data in Youden Square Designs, often considering the loss of up to two data 

points, our focus on the Yates method is due to its specific adaptability to the Youden square structure. Our 

findings demonstrate the applicability of the Yates method in maintaining statistical validity and data 

completeness, making it a valuable tool for analyzing other Youden square designs with missing data. 

 

2. RESEARCH METHODS 

2.1 Data Description 

In this study, the data used is secondary data, which has been modified to include five rows, four 

columns, five treatments, and one missing data point. The secondary data pertains to the effects of five 

different chemicals (A, B, C, D, and E) on the duration of chemical processes. Additionally, the secondary 

data has two factors: the first factor is batch, consisting of five batches with four processes each, and the 

second factor is day, where each of the four days runs five different chemicals. The variables used in this 

study are the type of chemical and its effect on the duration of chemical processes. There are also two other 

variables acting as factors: batch variable and day variable. The secondary data is presented in Table 1. 
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Table 1. Data Regarding the Impact of Various Chemicals on Chemical Process Reaction Times 

Batch (Row) 
Day (Column) 

1 2 3 4 

1 A = 8 B = 7 D = 1 C = 7 

2 C = 11 E = 2 A = 7 D = 3 

3 B = 4 A = 9 C = 10 E = 1 

4 D = 6 C = ... E = 6 B = 6 

5 E = 4 D = 2 B = 3 A = 8 

Data source: [9] 

2.2 Youden Square Design  

Youden Square Design is a method of designing experiments to identify the effects of two or more 

factors. The design was first developed by George Youden. Youden Square Design has the equilibrium 

property of the Incompletely Balanced Group Random Design where all treatments are tried in equal numbers 

in each row or column [12]. This design is a combination of Latin Square Design and incompletely Balanced 

Group Random Design [13]. If the number of rows equals the number of treatments, then the linear model 

for the Youden square design with 𝑎 row, 𝑏 column and 𝑐 treatment is: 

𝑌𝑖𝑗𝑘  = 𝜇 + 𝛼𝑖 + 𝛽𝑗 + 𝜏𝑘 + 𝜀𝑖𝑗k (1) 

with  𝑖 = 1, 2, … , 𝑎 ;  𝑗 = 1, 2, … , 𝑏 ;  𝑘 = 1, 2, … , 𝑐 

Where: 

𝑌𝑖𝑗𝑘  : Observations on 𝑖-th row, 𝑗-th column, and 𝑘-th treatment 

𝜇  : General Average 

𝛼𝑖       : Influence of the 𝑖-th row 

𝛽𝑗      : Influence of the 𝑗-th column 

𝜏(𝑘)    : Influence of the 𝑘-th row treatment 

𝜀𝑖𝑗(𝑘) : The effect of the 𝑘-th error, in the 𝑖-th row, and the 𝑗-th column 

 

The hypothesis in the Youden Square Design to test the treatment is as follows. 

𝐻0 ∶ 𝜏1 = 𝜏2 = ⋯   =  𝜏𝑎 (no effect of treatment on response was observed) 

𝐻1 ∶ at least one 𝑘 with 𝜏𝑘 ≠ 0, 𝑘 = 1,2, … , 𝑎 (there is an effect of treatment on the observed response) 

2.3 Yates Method for Missing Data 

The Yates method is a method of estimating missing data on the design of experiments by minimizing 

the Number of Sum Squares Error (SSE) [14]. This method was developed by Frank Yates and is useful for 

correcting standard error estimates in chi-square tests when the sample size is relatively small. According to 

Little and Rubin, the Yates method consists of three steps: 

1. Expected missing data 

2. Filling missing data with suspected data 

3. Analyzing complete data 

There is also the formulation of the expected value of missing data using the Yates method as follows. 

�̂� = (
(𝒓 × 𝑹𝒂) + (𝒕 × 𝑻𝒃) − 𝑫

(𝒕 − 𝟏)(𝒓 − 𝟏)
) (2) 

Where: 

�̂�    : Expected value of missing data 

𝒓   : The amount of treatment for each factor 

𝒕  : The amount of treatment 

𝑹𝒂  : The number of responses in the row/column of a factor containing missing data 

𝑻𝒃  : Number of responses in treatment b that contain missing data 

𝑫  : The amount of overall data that is not missing 
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2.4 Assumption Test 

a. Residual Normality Test 

Testing for normally distributed data can be done using the Shapiro-Wilk test. The Shapiro-

Wilk test is used if the sample data used is smaller or less than 50. The following is the hypothesis. 

𝐻0 : Normally distributed residual. 

𝐻1 : Residuals are not normally distributed. 

There is also a decision based on normality testing. If the 𝑃𝑣𝑎𝑙𝑢𝑒 ≥ 0.05, then the research data 

is normally distributed. On the other hand, if the  𝑃𝑣𝑎𝑙𝑢𝑒 < 0.05 then the research data is not 

normally distributed. 

b. Variance Homogeneity Test 

The homogeneity test is a statistical test procedure that aims to show that two or more groups 

of data samples are taken from a population that has the same variance [15]. In the variance 

homogeneity test, the null hypothesis (𝐻0) and alternative hypothesis (𝐻1) can be formulated as 

follows. 

𝐻0 : Homogeneous residual variance. 

𝐻1 : At least one pair of groups has a non-homogeneous variance. 

There is also a decision based on the homogeneity of variance test. If the 𝑃𝑣𝑎𝑙𝑢𝑒 ≥ 0.05, then 

the homogeneity of variance assumption test is fulfilled because the residual variance is 

homogeneous. On the other hand, if the 𝑃𝑣𝑎𝑙𝑢𝑒 < 0.05, then the assumption of homogeneity of 

variance test is not fulfilled because there is at least one pair of variance groups that are not 

homogeneous. 

2.5 Analysis of Variance (ANOVA) on the Youden Square Design 

To prepare an ANOVA table, several calculations with the following formula are required  [10]. 

Total Sum of Squares  (𝑇𝑆𝑆) = ∑ ∑ ∑ 𝑦𝑖𝑗𝑘
2𝑎

𝑘=1
𝑏
𝑗=1

𝑎
𝑖=1 −

𝑦2

𝑁
 (3) 

Sum of Row Squares (𝑆𝑆𝑅) =  
1

𝑏
∑ 𝑦𝑖..

2𝑎
𝑖=1 −

𝑦2

𝑁
 (4) 

Sum of Column Squares (𝑆𝑆𝐶) =  
1

𝑎
∑ 𝑦𝑖..

2𝑏
𝑗=1 −

𝑦2

𝑁
 (5) 

Sum of Squares Treatment (𝑆𝑆𝑇) =  
𝑏

𝜆𝑎
∑ 𝑄𝑘

2𝑎
𝑘=1  (6) 

Sum of Squares of Error (𝑆𝑆𝐸)  =  𝑇𝑆𝑆  −  𝑆𝑆𝑅 − 𝑆𝑆𝐶 − 𝑆𝑆𝑇  (7) 

Mean Square of Rows (𝑀𝑆𝑅)  =  
𝑆𝑆𝑅

𝑎−1
 (8) 

Mean Square of Column (𝑀𝑆𝐶)  =  
𝑠𝑠𝑐

𝑏−1
 (9) 

Mean Square of Treatment (𝑀𝑆𝑇) =  
𝑆𝑆𝑇

𝑎−1
 (10) 

Mean Square of Error (𝑀𝑆𝐸) =  
𝑆𝑆𝐸

(𝑎−1)(𝑏−2)
 (11) 

  

Table 2. Calculations in the ANOVA table 

Sources of 

Variation 

Degrees of 

Freedom 

Sum of 

Squares 

Mean 

Square 
𝑭𝒗𝒂𝒍𝒖𝒆 𝑭𝒕𝒂𝒃𝒍𝒆 

Treatment 𝑎 − 1 𝑆𝑆𝑇 𝑀𝑆𝑇 
𝑀𝑆𝑇

𝑀𝑆𝐸
 𝐹(𝑎−1);(𝑎−1)(𝑏−2)(𝛼) 

Row 𝑎 − 1 𝑆𝑆𝑅 𝑀𝑆𝑅   

Column 𝑏 − 1 𝑆𝑆𝐶 𝑀𝑆𝐶   
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Sources of 

Variation 

Degrees of 

Freedom 

Sum of 

Squares 

Mean 

Square 
𝑭𝒗𝒂𝒍𝒖𝒆 𝑭𝒕𝒂𝒃𝒍𝒆 

Error (𝑎 − 1)(𝑏 − 2) 𝑆𝑆𝐸 𝑀𝑆𝐸   

Total 𝑎𝑏 − 1 𝑇𝑆𝑆    

 

With the test criteria, reject H0 if 𝐹𝑣𝑎𝑙𝑢𝑒 > 𝐹𝑡𝑎𝑏𝑙𝑒   or if 𝑃𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

2.6 Duncan Test 

Duncan's further test is one of the further tests carried out if the results of the variance analysis are 

significant. The purpose of the Duncan test is to find out which treatment has the greatest effect to the smallest 

effect. The steps for carrying out the Duncan Advanced Test are as follows. 

a. Treatment averages are sorted from smallest to largest 

b. Calculate Duncan’s value with the formula 

𝐷  =  𝑑𝛼,𝑝,𝑑𝑓𝑒 √
𝑀𝑆𝐸

𝑟
(12) 

Where: 

𝐷  : Duncan value 

𝛼  : Significance level 

𝑝  : Treatment rank distance 

𝑑𝑓𝑒  : Degree of freedom error 

𝑀𝑆𝐸  : Mean Square Error 

𝑟  : number of observations in each group 

c. Treatment is said to be significant if the Duncan value < the difference in the treatment average 

 

3. RESULTS AND DISCUSSION 

3.1 Descriptive Statistics 

There are also descriptive statistics of the response, namely the length of the chemical process reaction 

time, presented in Table 3 as follows.  

Table 3. Descriptive Statistics of Response (Chemical Process Reaction Time) 

Descriptive Statistics Value 

Minimum 0 

Quartile 1 2.75 

Median 6 

Mean 5.25 

Quartile 3 7.25 

Maximum 11 

From Table 3 above, it can be seen that the minimum value of the chemical process reaction time is 0. 

This occurs because of missing data in the data used. In addition, the maximum value is 11. There is also a 

middle value between the smallest value and the median (middle value) of the production capacity which is 

2.75 where the middle value is 6. There is also a middle value between the median and the highest value of 

the length of time of the chemical process reaction which is 7.25. In addition, the average (mean) of the 

chemical process reaction time is 5.25. 
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Figure 1. Chemical Process Reaction Time Chart of Each Chemical Per Day 

 

 

 
 

Figure 2. Average Chemical Process Time of Each Chemical 

                        

In Figure 1, it can be seen that each chemical shows fluctuations, which means that the length of the 

chemical process reaction time varies every day (up and down within 4 days). It can also be seen that the 

chemical with the highest chemical process reaction time is chemical C on the first day of 11. In addition, it 

can also be seen visually in Figure 2 that the average of chemical A is the highest compared to other 

chemicals, which is 8. Further statistical analysis needs to be carried out to eliminate the element of 

subjectivity based on visual analysis.  

3.2 Missing Data Estimation Using the Yates Method 

In this research, a development was carried out by eliminating one piece of data randomly. The result 

of missing data randomization is located in the fourth row, second column, and chemical treatment C (𝑥423). 

The number of responses per row and the number of responses per column were calculated. 

Table 4. Calculation of the Number of Responses for Each Row and Column 

Batch (Row) 
Day (Column) The number of 

responses in each row 

(𝒚𝒊..) 
1 2 3 4 

1 A = 8 B = 7 D = 1 C = 7 23 

2 C = 11 E = 2 A = 7 D = 3 23 
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Batch (Row) 
Day (Column) The number of 

responses in each row 

(𝒚𝒊..) 
1 2 3 4 

3 B = 4 A = 9 C = 10 E = 1 24 

4 D = 6 C = ... E = 6 B = 6 18 

5 E = 4 D = 2 B = 3 A = 8 17 

The number of 

responses in each 

column (𝒚.𝒋.) 
33 20 27 25 105 

Some treatments contain missing data (chemical C) of 28. The calculation results in Table 4 can help 

in calculating missing data using the Yates method. Because there are two factors in the Youden Square 

Design data, the Yates data calculation is carried out twice for each factor, namely the batch factor and the 

day factor. 

• Calculation of missing data using the Yates method on batch factors 

�̂� = (
(4 × 18) + (4 × 28) − 105

(4 − 1)(4 − 1)
) = 8.778 

 

• Calculation of missing data using the Yates method on day factors 

�̂� = (
(5 × 20) + (4 × 28) − 105

(5 − 1)(4 − 1)
) = 8.9167 

After calculating the missing data using the Yates method on both factors, the average of the two 

missing data values is taken. Then the missing data value 𝑥423 is obtained, which is 8.85. The value obtained 

is different from the original value in the complete data, which is 8. From these results, it can be concluded 

that the calculation used can only estimate or estimate the value of missing data and this value can help further 

analysis. 

3.3  Assumption Tests 

3.3.1 Residual Normality Test 

a. Hypothesis 

𝐻0 : residuals are normally distributed 

𝐻1 : residuals are not normally distributed 

 

b. Significance level 

𝛼 = 5% = 0.05  
 

c. Statistics Test 

Shapiro-Wilk Test 
Table 5. Residual Normality Assumption Test Results 

 Shapiro-Wilk Test 

P-Value 0.4025 

 

d. Criteria Test 

Reject 𝐻0 if the 𝑃𝑣𝑎𝑙𝑢𝑒 < 𝛼, accept in other cases. 

 

e. Decision 

Since the  𝑃𝑣𝑎𝑙𝑢𝑒  = 0.4025  >  𝛼  = 0.05,  𝐻0 is accepted. 
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f. Conclusion 

With a significance level of 5%, it can be concluded that the residuals are normally distributed so that 

the assumption of residual normality is fulfilled. 

 

3.3.2 Variance Homogeneity Test 

a. Hypothesis 

𝐻0 : 𝜎1
2  = 𝜎2

2  =   …   =  𝜎5
2 (homogeneous residual variance) 

𝐻1 : there is at least one pair of 𝜎2 that is not equal (residual variance is not homogeneous) 

 

b. Significance level 

𝛼 = 5% = 0.05  
 

c. Statistics Test 

Bartlett's test uses the chi-square distribution approach with 𝑎 − 1 degrees of freedom. 

Table 6. Bartlett Test Results 

Bartlett’s K-squared Degrees of Freedom (df) P-Value 

3.2295 4 0.5202 

 

d. Criteria Test 

Reject 𝐻0 if the 𝑝𝑣𝑎𝑙𝑢𝑒 < 𝛼, accept in other cases. 

 

e. Decision 

Since the  𝑝𝑣𝑎𝑙𝑢𝑒  = 0.5202  >  𝛼  = 0.05,  𝐻0 is accepted. 

 

f. Conclusion 

With a significance level of 5%, it can be concluded that the residual variance is homogeneous so that 

the assumption of homogeneity of variance is fulfilled. 

3.4 Analysis of Variance 

By calculating the analysis of variance, the results presented in Table 7 show the average response of 

treatment (chemicals), each row (batch), and each column (day). In Table 7 it can be seen that the 𝑝𝑣𝑎𝑙𝑢𝑒 of 

chemicals (treatment) is 0.00496. Because the 𝑝𝑣𝑎𝑙𝑢𝑒 = 0.00496 < 𝛼 = 0.05, it can be concluded that 𝐻0 is 

rejected, which means there is a significant effect. So it is concluded that there is an effect of the type of 

chemical on the length of time of the chemical process. 

The conclusion obtained from the analysis of the variance of missing data with the analysis of the 

variance of complete data has the same conclusion that the length of time of the chemical process is 

significantly different, so it can be concluded that the estimation of missing data can be used to assist the 

analysis of variance and obtain the same analysis conclusion as the complete data. In addition, because there 

is an effect of treatment on the response, further tests are needed to see different treatments. 

Table 7. Bartlett Test Results 

Sources of 

Variation 

Degrees of 

Freedom 

Sum of 

Squares 

Mean 

Square 
𝑭𝒗𝒂𝒍𝒖𝒆 𝑷𝒗𝒂𝒍𝒖𝒆 

Chemicals 4 125.64 31.41 8.831 0.00496 

Batch 4 14.16 3.541 0.995 0.46292 

Day 3 6.97 2.324 0.653 0.60289 

Error 8 28.46 3.557   

Total 19     

 



BAREKENG: J. Math. & App., vol. 18(4), pp. 2413- 2422, December, 2024.  2421 

 

 

3.5 Further Test 

The effect of treatment on the response can be further analyzed to determine the type of chemical that 

has the greatest effect or gives the greatest effect on the length of time of the chemical process. The method 

that will be used for further tests is the Duncan test. 

Table 8. Results of the Duncan Test Analyzing the Treatment's Effect on Response 

Factors  

(Treatment) 

Average 

Response 
Grouping 

C 9.21 a 

A 8 ab 

B 5 bc 

E 3.25 c 

D 3 c 

From Table 8 above, it can be seen that chemical C has a different effect than chemical B, chemical 

E, and chemical D. Chemical C and chemical A have the same effect on the length of time of the chemical 

process. However, chemical C gives a length of chemical process time of 9.2125 where the value is greater 

than the length of chemical process time by chemical treatment B. Thus, it can be concluded that chemical C 

has the greatest effect on the length of chemical process time with chemical A can be used as an alternative. 

The conclusions generated from the further test with missing data yielded similar conclusions to the 

further test with complete data. Thus, the estimated value of missing data can be used for further analysis by 

producing similar conclusions to the complete data. 

 

4. CONCLUSIONS 

Based on the results of the analysis and discussion of estimating missing data using the Yates method 

in the Youden Square Design, an estimated value of 8.85 was obtained, where this value is different from the 

original value of the data so it can be concluded that the Yates method can only estimate the value of missing 

data. However, the results of missing data estimation provide similar conclusions to the analysis of complete 

data starting from the conclusion of assumption tests, variance analysis, to further tests. Therefore, the Yates 

method can be used to estimate missing data in the Youden Square Design. 

 From the results of the analysis, it was also concluded that there was an influence of the type of 

chemical on the length of time of the chemical process with the assumption tests that had previously been 

fulfilled, namely the normality assumption test and the homogeneity assumption test. Because of the influence 

of the type of chemical, further tests were carried out to determine the type of chemical that had the greatest 

effect on the length of the chemical process. The results showed that chemical C had the greatest effect on 

the length of time of the chemical process, with chemical A being used as an alternative. 
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