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ABSTRACT 

Article History: 
The increasing demand for housing in urban agglomerations, particularly in areas like 

Jakarta, has made homeownership a significant challenge for many, especially first-time 

buyers and the lower-middle class. Post-pandemic shifts have further influenced housing 

preferences, driving interest towards suburban areas with green spaces. Despite 

government efforts through mortgage subsidy programs, affordability remains a concern, 

particularly in peripheral regions. This study aims to analyze housing prices in various 

Jakarta regions using machine learning models, including Multiple Linear Regression 

(MLR), Support Vector Regression (SVR), Light Gradient Boosting Machine (LGBM), and 

Random Forest. A dataset of 554 house prices from West Jakarta, South Jakarta, Central 

Jakarta, and South Tangerang was used. The analysis focused on key predictors like land 

area, building area, bedrooms, and carports, with R² and Mean Squared Error (MSE) 

metrics evaluating model performance. Results showed that LGBM and Random Forest 

outperformed others with 0.8 R2 and low MSE, with building and land area as the most 

significant factors influencing prices. The study concludes that property size is a primary 

determinant of house prices, and there is a need for policy interventions to make housing 

more affordable. Additionally, apartment rentals offer a viable alternative, especially in 

central urban areas, where proximity to economic activities and facilities is crucial. The 

findings suggest that enhancing marketplace features with predictive tools could further 

assist buyers in making informed decisions. 
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1. INTRODUCTION 

The goal of buying a house has become the dream of many people. Houses are purchased not only as a 

place to live but also as long-term investment assets for most people. For this reason, the increasingly narrow 

land area in large urban agglomeration areas, such as Jakarta, means that many workers from suburban areas 

are unable to buy houses in the city center. This condition became different after the pandemic, and housing 

preferences changed towards areas that were friendly to social infrastructure, suburban areas, and close to green 

open spaces [1]. 

In addition, houses are a primary need, and the massive urbanization occurring in big cities such as 

Jakarta has resulted in the lower middle class experiencing a backlog situation or a gap between the houses 

being built and what the community needs. The government has begun to address this problem through a 

program under the authority of the Ministry of Public Works and Housing; however, the housing mortgage 

subsidy program has not been sufficiently resolved [2]. The government has not been able to introduce this 

program and does not prioritize the lower-middle class, where it is very important to own a house, such as 

young families or newly married people [3]. Because, the program targeting peripheral area and the 

metropolitan core experiencing low population growth due to high cost of living then the peripheral areas are 

growing in both population and economic growth [4]. 

The conditions described above make house prices increasingly high. The factors for purchasing a house 

with first-time buyers include location, economic conditions, design, and facilities provided [5]. In addition to 

buying a house, people have alternatives, including renting an apartment. Research shows that there is no 

reciprocal causality between the selling price of an apartment and the rental price, meaning that changes in 

price in one factor do not necessarily result in changes in the other factors [6]. The rise of house price effect 

positive to consumption but in little effect for homeowners. Meanwhile the dropping of house price tend to 

negative effect to homeowners and positive effect to renters according to [7]. The factors for purchasing an 

apartment are different in each big city; for example, investment tends to be the main factor in Bandung. In 

Jakarta and Surabaya, location is the main factor [8]. Other research shows that people who live in apartments 

are 3.8 times more likely to be close to facilities such as education than those who live in landed houses [9]. 

This indicates buying/renting an apartment, because its location in the middle of the city is something that is 

taken into consideration when deciding where to live. 

In recent years, due to the increasing trend towards big data, machine learning has become an important 

prediction approach as it can more accurately predict house prices based on their attributes, regardless of data 

from previous years. Several studies have explored this issue and proved the capabilities of machine learning 

approaches. Apart from the development of big data, another element of buying and selling, namely the 

marketplace, is not immune to developments in technology. With current developments, the marketplace has 

made information about buying and selling houses more open, easy, and free to obtain. As a result, prospective 

buyers have many choices in purchasing and renting all types of residences. Many choices can be refined if 

the marketplace provides additional features as suggestions or recommendations for potential buyers. The 

current marketplace function is used only as a search engine to search for houses for sale. The purpose of this 

article is to provide suggestions for marketplaces for additional features, determine the most accurate 

comparison of predictive models from the data obtained using various regression analyses in machine learning, 

and provide recommendations for home buyers or sellers in an effort to achieve the best model in the case of 

house prices [10]. 

 

2. RESEARCH METHODS 

In this section, the experimental approach used for the regression is presented. Figure 1 shows the 

research flow, which consists of four methods. The first research flow was related to the data input and 

cleaning. The researcher then performed preprocessing and explained the regression process. The algorithm 

and data output are also explained at the end of the research flow.   
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Figure 1. Research Flowchart 

 

The steps for conducting the analysis in this study are as follows: 

1. Carry out descriptive analysis of the data 

2. Splitting data 

The splitting data can be seen in the following table with a total of 554 data houses used. 

Table 1. Splitting Data 

No. Region Training Testing Predicting Total 

1 South Tangerang 122 31 10 153 

2 South Jakarta 110 28 10 138 

3 West Jakarta 107 26 10 133 

4 Central Jakarta 104 26 10 130 

  Total 443 111 40 554 

  
Based on Table 1, it is known that the distribution of house data collection is quite even, around 130-150 

houses in each region, and uses k-fold with k=5. 

1. Formation of a regression model using the three methods mentioned above. 

2. Performance or measure of the goodness of the model 

The model’s goodness can be measured by a �� score that describes the extent to which the 

predictor variable can explain the response variable and the Mean Squared Error (MSE) which provides 

an indication of how far off the model's predictions are from the actual values, with larger errors being 

penalized more. 

3. Interpret the ordinal logistic regression model obtained 

The regression model was interpreted by examining the �� score. The higher the score, the better 

is the score and for lower MSE indicates better model performance The scores were compared for all 

models used. 

2.1 Dataset and Pre-Processing 

 The data used in this research is secondary data obtained by conducting a manual search via the website 

www.rumah123.com. The objective of this research is 554 data on house prices in West Jakarta, South Jakarta, 

Central Jakarta, and South Tangerang in 2024. The dataset used in this research contained attributes such as 

Bedroom (numerical), Bathroom (numerical), Carport (numerical), Land Area (numerical), Building Area 

(numerical), and One Hot Encoding for every region area (numerical). Before using the dataset, data cleaning 

was performed by removing outliers, standardization data, and filtering based on price location (West Jakarta, 
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South Jakarta, Central Jakarta, and South Tangerang) and it is necessary to perform data preprocessing to 

reduce the noisy of the data without affecting the regression task [11]. Data pre-processing in this research 

used one hot encoding for region area with the aim of representing qualitative predictors for every region. 

2.2 Methodology 

After data cleaning and pre-processing, the next stage is to divide the data into k-fold data. Then, the 

house price dataset is regressed using SVR, Multiple Linear Regression, LGBM, and Random Forest methods. 

Finally, the model will predicting data with exclude from model. 

The machine learning method used in this study was regression by predicting house prices using the 

predictor variables mentioned above. In this study, the analysis was performed using Multiple Linear 

Regression methods, Support Vector Regression (SVR), Light Gradient Boosting Machine (LGBM), and 

Random Forest. Multiple Linear Regression is a statistical technique to predict the result of an answer variable, 

using a number of explanatory variables. The object of (MLR) is to model the linear relationship between the 

independent variables x and dependent variable y that will be analyzed [12]. The basic model for MLR is:  

� = �� + ��	� + ��	� +⋯��	� + � 

Support Vector Regression uses linear kernel functions for regression which is similar to support vector 

machines but SVR sets the tolerance margin (ε) to approximation not like SVM which should be taken from 

the problem is represented in Figure 2.  

 
Figure 2. Support Vector Linear Regression 

 While SVM is used for classification tasks, where the goal is to find a hyperplane that separates classes 

with a maximum margin, SVR modifies this approach for regression by focusing on fitting a curve within a 

tolerance margin around the data points [13]. 

The LGBM algorithm enhances gradient-boosted decision tree models by improving runtime efficiency 

and reducing memory usage while preserving strong accuracy. Unlike other tree algorithms that expand 

horizontally, LGBM grows vertically through a leaf-wise approach, which helps in minimizing overfitting. 

While traditional algorithms expand trees level by level, LGBM focuses on the leaf with the greatest potential 

for reducing loss. By expanding the same leaf, LGBM achieves a more significant reduction in loss compared 

to the level-wise method. This approach of growing trees leaf-by-leaf, targeting the leaf with the highest delta 

loss, allows LGBM to produce better results with fewer trees, as it grows deeper trees that effectively minimize 

loss [14]. 

 
Figure 3. LGBM Illustration 

 Random Forest is an ensemble learning technique that constructs numerous decision trees, with each 

tree serving as an independent regression model. The final prediction in RF regression is obtained by averaging 
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the outputs of all these decision trees, which helps enhance accuracy and mitigate overfitting. The core 

component of a Random Forest is the decision tree, also referred to as a Classification and Regression Tree 

(CART). In regression tasks, a decision tree iteratively divides the data into subsets based on specific criteria, 

refining predictions at each step. By aggregating the outputs from multiple decision trees, Random Forest 

produces more accurate and stable predictions, making it highly effective for various regression tasks, 

especially when handling complex or noisy datasets [15]. Besides regression methods, variable importance is 

a crucial metric in machine learning, especially in ensemble methods like random forests. It quantifies the 

contribution of each feature to the model's predictive power, typically ranging from 0 to 1. This metric helps 

identify which variables most significantly influence the model's predictions, allowing for better model 

interpretation. 

 

 
Figure 4. Random Forest Illustration 

 

3. RESULTS AND DISCUSSION 

In the results and discussion stage, the house price dataset was divided with 5-fold. This study aims to 

determine the results of regression analysis using SVR, Regression, LGBM, and Random Forest algorithms on 

the house price dataset. The four algorithms were compared based on accuracy measures to obtain the best 

algorithm based on R2 and MSE . 

3.1 Descriptive Statistics 

When conducting data analysis, descriptive analysis can be used to describe the characteristics of the 

data used. A general description of the data is as follows. 

 
Figure 5. Area Boxplot 

The boxplot in Figure 5 illustrates the distribution of housing prices across Central Jakarta, South 

Jakarta, West Jakarta, and South Tangerang. South Jakarta stands out as the most expensive region, with 

average price around 2,700 million rupiah and a wide range of prices extending from about 1,500 million to 
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nearly 5,000 million rupiah, indicating a market with numerous high-end properties. South Tangerang, the 

most affordable region, has average price around 1,900 million rupiah, with prices ranging between 1,000 

million and 3,000 million rupiah, appealing to buyers looking for budget-friendly options. Overall, the boxplot 

highlights clear distinctions in housing price distributions, with South Jakarta catering to a higher-end market, 

while South Tangerang offers more accessible prices, reflecting the socio-economic dynamics and desirability 

of each location. 

 
Figure 6. Land Area Boxplot 

 Figure 6 presents the distribution of land areas across Central Jakarta, South Jakarta, West Jakarta, 

and South Tangerang. Central Jakarta has the smallest land areas, with most plots clustering between 50 to 150 

square meters and a few outliers extending up to 200 square meters, reflecting its dense urban environment and 

limited space availability. South Tangerang, positioned on the outskirts of Jakarta, has the largest land areas 

among the regions, with a median around 200 square meters and several plots extending well beyond 400 

square meters, including significant outliers reaching up to 600 square meters. This distribution reflects the 

suburban nature of South Tangerang, where larger plots are more common due to less dense development. 

Overall, the boxplot reveals that land availability and plot sizes vary significantly, with Central Jakarta 

constrained by limited space, while South Tangerang offers the most expansive plots, aligning with its suburban 

character. 

 

Figure 7. Building Area Boxplot 

 Figure 7 shows the distribution of building areas across Central Jakarta, South Jakarta (South J), West 

Jakarta, and South Tangerang. South Jakarta stands out with the largest building areas, having a median size 

around 200 square meters, with most building sizes ranging between 150 and 300 square meters, and several 

outliers reaching beyond 400 square meters. This reflects South Jakarta’s status as a high-demand area with 

more spacious residential buildings, aligning with its larger land areas and higher property prices. Central 

Jakarta has the smallest building areas, with a median size of about 100 square meters and a range that generally 

stays below 150 square meters, indicative of the compact and dense urban environment where smaller buildings 

are the norm due to space constraints. The building area distribution is closely linked to land availability, 

economic factors, and regional characteristics, with South Jakarta and South Tangerang providing contrasting 

examples of high-density versus spacious suburban development. 
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Figure 8. House Floor Boxplot  

The boxplot in Figure 8 displays the distribution of house prices based on the number of floors. Houses 

with a single floor have the highest median price, along with a wider range of prices, which suggests that these 

houses often cover larger areas and, as a result, are priced higher. In contrast, houses with two, three, and four 

floors tend to have lower median prices with narrower interquartile ranges, indicating more consistent pricing. 

The data implies that the number of floors might be inversely related to the price due to the smaller area of 

multi-floor houses compared to large, single-floor homes. 

 
Figure 9. House Floor and Land Area Boxplot  

The boxplot in Figure 9 shows the relationship between house floors and land area. Houses with a single 

floor tend to occupy larger land areas, as indicated by the higher median and the wide range of values, including 

many outliers. This supports the idea that single-floor houses are often built on larger plots, which may explain 

why they don't require additional floors. In contrast, houses with more floors tend to occupy smaller land areas, 

with less variation in their size. This suggests that multi-floor houses may be built on smaller plots, leading to 

a more compact structure. 

 
Figure 10. Carport Boxplot 

The box plot in Figure 10 shows a clear trend where the average house price increases as the number of 

carports increases. Houses without a carport typically have prices below 1 billion rupiah. When a house has 

one carport, the average price rises to around 2 billion rupiah. As the number of carports increases further, the 
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house prices continue to rise, with houses that have four carports reaching prices close to or exceeding 4 billion 

rupiah. This data suggests a significant positive correlation between the number of carports and the overall 

price of a house, indicating that more carports are associated with higher house prices. 

 

Figure 11. Bedroom Boxplot 

The box plot in Figure 11 illustrates how house prices vary based on the number of bedrooms. The data 

reveals that houses with more bedrooms tend to have higher prices. Specifically, houses with 2 to 3 bedrooms 

generally fall within the 1.5 to 2.4 billion rupiah range. As the number of bedrooms increases, the price 

distribution broadens, with houses having 4 to 7 bedrooms showing a wider range of prices and higher median 

values. This indicates a positive correlation between the number of bedrooms and house prices, with larger 

homes commanding higher prices. 

3.2 Regression Modeling 

Obtained using the grid search k-folds cross validation method with k=5 in the three models with the 

following indicators 

 Table 2. Tuning Parameter 

Method Tuning Parameter 

Multiple Linear Regression No Tuning 

SVR Kernel, C, Epsilon 

Random Forest n Estimator, Max Depth, Min Samples Split, Min 

Samples Leaf, Max Features 

LGBM Num Leaves, Learning Rate, n Estimators  

  

 The grid search with k-folds cross-validation (k=5) was used to fine-tune the parameters for three 

models, as outlined in Table 2, with parameters specific to each method, such as kernel and regularization for 

SVR, and tree-based hyperparameters for Random Forest and LGBM. Once the optimal parameters were 

identified, the models were tested on a separate dataset that had not been used during training or validation to 

assess their predictive performance on unseen data. Before interpreting the modelling, we will be interpreting 

first about descriptive analysis of the housing data which have several key trends related to carports, bedrooms, 

regional differences, and house levels that influence house prices. Furthermore, descriptive analysis showed 

that: 

1. The more carports there are, the more expensive the house price, with the average house having one 

carport and the average price being 1.9 billion. 

2. The bedrooms were also the same as the average house having two to three bedrooms, with an average of 

1.4 billion and 2.5 billion. 

3. Based on the region, South Jakarta is the area with the most expensive average of around 2.6 billion, 

followed by a larger average building and land area. 

4. The last variable is the house level, which generally has two levels. However, there are some houses that 

have 1 level floor but have very large land for the size of a house in urban areas, which makes the range 

of box plots on one level very varied. 
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After descriptive analysis, we find try to modelling data with k-fold then predicting with others data 

which not train or testing before. To decide the best modeling results, we used the R2 and MSE parameter to 

compare the methods. The results for the R2 and MSE parameter are as follows: 

Table 3. R2 and MSE Results for Each Algorithm 
 

Method 
Testing Result Prediction Result 

� ��� � ��� 

MLR 0,58 0,43 0,866 0,13 

LGBM 0,8 0,212 0,85 0,15 

SVR 0,78 0,23 0,82 0,182 

RF 0,8 0,2137 0,864 0,13 

 

It can be seen that the R2 and also low MSE results tend not to change significantly between the methods 

with good parameter tuning, namely SVR, random forest, and LGBM, which indicates that the model is quite 

good at predicting house prices with the available predictor variables. However, the default method, namely 

Multiple Linear Regression, only produces R2, which is far behind, namely 58%, which means that the 

parameter tuning carried out in each method works well and can improve the suitability of the model. We also 

predicting other houses which are not included in the model fold before and get good result for all prediction 

result. So, the best model from the testing and predicting result are LGBM and random forest. For MLR even 

though have the better R2 and MSE in predicting, it just causes by the lack of sample for predicting and not 

describe the performance model. 

Table 4. Variable Importance 

Variable Importance 

Bedroom 0.112 

Bathroom 0.055 

Land Area 0.315 

Building Area 0.369 

Floor Level 0.027 

Carport 0.068 

West Jakarta (Encoding) 0.011 

Central Jakarta (Encoding) 0.011 

South Jakarta (Encoding) 0.001 

South Tangerang (Encoding) 0.018 

 

The importance scores suggest that the most influential factors in determining the target variable are 

Building Area (0.369) and Land Area (0.315), indicating that property size is a key determinant and also 

Bedroom which have (0.112) while factors like Carport (0.068), Bathroom (0.055), and Floor Level (0.027) 

play a lesser role. The geographical location, represented by Encoding variables for West Jakarta, Central 

Jakarta, South Jakarta, and South Tangerang, has minimal impact, with all these locations having very low 

importance scores, South Jakarta which are almost negligible. It also related to boxplot which the range of price 

for every region its almost same, the difference is just for the feature from house.  

The best parameters after tuning for three machine learning models are as follows: For the Support 

Vector Machine (SVM) with RBF Kernel, the optimal parameters are C: 1, epsilon: 0.1, and kernel: 'rbf', 

indicating a balanced trade-off between training and testing errors with a modest tolerance for errors and a 

kernel suitable for non-linear data. The Gradient Boosting (likely LightGBM) model uses a learning_rate of 

0.005, n_estimators: 10,000, and num_leaves: 3, reflecting a very gradual learning process with a high number 

of iterations and a simple tree structure to avoid overfitting. Lastly, the Random Forest model is tuned with 

max_depth: 10, max_features: 'sqrt', min_samples_leaf: 1, min_samples_split: 5, and n_estimators: 100, 

striking a balance between depth, feature selection, and sample requirements to form a robust ensemble with 

100 trees 
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3.3 Discussion 

  After the modelling and getting the better model with the most importance variable, we can conclude 

that property size and number of bedrooms which the most considering features before the buyer going to buy 

house since those features the most determinant price of a house. House prices are increasingly soaring because 

of speculation about higher resale prices. This is exacerbated by the progressive land property tax that has not 

yet been implemented in Indonesia. Research by [18] from the Ministry of Finance shows that the 

implementation of the Rural and Urban Land and Building Tax (PBB P2) can reduce the excessive use of 

empty land. One of the efforts to reduce the burden of house purchase prices carried out by the market is the 

existence of a property rental mechanism such as an annual house, boarding house, or apartment rental. 

Research shows that the ratio of rental prices to house prices in 18 OECD countries is around 4-6% and 

fluctuates [19]. This means that someone who rents out property will expect to return their capital in the next 

16-25 years along with the additional price of the rental property. The ratio of rental prices to house prices at 

4-6% also occurs in Indonesia. Apartment occupancy since the pandemic has decreased drastically and has not 

yet returned to the optimal price range. The main factors affecting apartment rental prices use variable 

importance calculations. The variable importance was used to determine the importance of the predictor 

variable in influencing the response. The greater the VIM value, the greater the importance of a variable [20]. 

The results obtained showed that apartment area was the highest variable with a value of 0.62, followed by 

area with a score of 0.18, and number of bedrooms with 0.12. This is in line with the areas of Central Jakarta 

and South Jakarta, which are the destinations for economic activity and have higher prices than West Jakarta 

and South Tangerang. The average apartment rental price is: 

  
Figure 12. Average Apartment Rental Prices 

Figure 12 illustrates the average monthly apartment rental prices across four regions: Central Jakarta, 

South Jakarta, West Jakarta, and South Tangerang. The data reveals that Central Jakarta has the highest average 

rental price at 7.844 million, followed closely by South Jakarta at 7.28 million. In contrast, West Jakarta and 

South Tangerang have lower average rental prices of 6.084 million and 6.025 million, respectively. This trend 

aligns with the economic activities concentrated in Central and South Jakarta, making these areas more 

desirable and thus more expensive. The figure supports the broader context of the study, indicating that while 

apartment rentals in these regions are significantly more affordable than purchasing a house outright, the choice 

of location remains a critical factor in determining rental prices, with proximity to the city center and economic 

hubs playing a crucial role. 

Apartment rental prices in the 4 areas are still much cheaper than the average price of a house purchased 

in these areas which is purchased with cash. This conclusion indicates that the advantages of apartments include 

areas in the middle of the city and cheaper prices because they are vertical residences. On the other hand, in 

terms of buying and selling small houses and including property in general, many families experience a trade-

off between having to choose an expensive property with a strategic location and choosing a cheap one in a 

suburban area  [21] while the mode transport for commuting daily still using private modes due to flexibility 

and accessibility [22]. The price of apartment rentals includes close proximity, easy access to work, and choice 

of transportation modes [23]. Other research shows that location factors, number of beds, and proximity to 

public facilities are also things that renters pay attention to [24]. 
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4. CONCLUSIONS 

The study examines the intricate dynamics of housing and apartment markets within Jakarta's 

metropolitan region, emphasizing the factors influencing property prices and the effectiveness of various 

predictive modelling approaches. The analysis reveals that key determinants of house prices include the size 

of the property (land and building area) and the number of bedrooms, with these features significantly 

impacting price house. While speculative activities and the lack of progressive property taxation exacerbate 

rising house prices, the research highlights the potential of rental mechanisms as a feasible alternative for 

alleviating the financial burden on buyers. 

The application of machine learning methods, including Multiple Linear Regression (MLR), Support 

Vector Regression (SVR), Light Gradient Boosting Machine (LGBM), and Random Forest, demonstrates 

varying degrees of accuracy in predicting house prices. The findings indicate that LGBM and Random Forest 

models outperform MLR and SVR in terms of R² and Mean Squared Error (MSE) which have 0.8 in R2 and 

0.21 for MSE, suggesting their superiority in handling complex datasets and making accurate predictions. The 

study also underscores the importance of feature selection in model performance, with property size emerging 

as the most influential variable followed by number of bedrooms. 

Additionally, the research exploring into the apartment rental market, where rental prices in central 

locations like Central and South Jakarta are notably higher due to their proximity to economic area. The 

analysis shows that while apartment rentals are generally more affordable than purchasing a house, strategic 

location remains a crucial factor in rental price determination. This finding can be highlights a trade-off faced 

by families between choosing expensive, strategically located properties and more affordable options in 

suburban areas. 

In conclusion, the study provides valuable insights for prospective homebuyers, investors, and 

policymakers, emphasizing the importance of property size and location in real estate decisions. It also calls 

for enhanced property tax policies and a balanced approach to urban development that considers both 

affordability and accessibility. We also suggest for further analysis to use panel data or considering spatial 

analysis for comprehensive understanding. 
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