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ABSTRACT 

Article History: 
The study highlighted three essential roles of retrospective analysis in hypothesis testing, 
particularly as a priori analysis, post hoc analysis, and sensitivity analysis. These 

approaches were applied to the Gini ratio data sourced from the National Socioeconomic 

Survey Indonesia 2023 to examine the income inequality level in Indonesia. The sample size, 

statistical power, and effect size for the one-sample t-test are evaluated by aid G*Power 
software. The test results show that for a sample size of 10, at the 95% confidence interval, 

there is not enough evidence to show that the Gini ratio in 2023 is smaller than 0.4. A 

retrospective analysis using G*power software reveals that for a sample size of 20 at the 

same confidence interval, there is enough evidence to suggest that the Gini ratio is 
statistically significant at less than 0.4 with a power of analysis of 90.8% and an effect size 

of 0.76. This study has important implications in hypothesis testing, especially in 

retrospective analysis, since understanding the effect of sample size and effect size makes it 

possible for academics or practitioners to optimize hypothesis testing and generate more 
accurate and reliable test results. 
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1. INTRODUCTION 

Hypothesis testing has a central role in decision-making from the inferential statistics framework. The 

hypothesis test is based on sample data that can provide information on whether an unknown population 

parameter differs sufficiently from its hypothesized value [1]. Furthermore, to evaluate the research 

hypothesis, the hypothesis is restated in terms of two statistical hypotheses, namely the null and the alternative 

hypothesis. The null hypothesis, denoted by 𝐻0, is a statement regarding the hypothesized population 

parameter and is made to be rejected. The hypothesis contains a statement regarding no effect or no difference. 

The alternative hypothesis, denoted by 𝐻1 or 𝐻a, is a conjecture created in light of what is being investigated 

and found by considering what the researcher wants to accept that differs from the hypothesized population 

parameters [2]. Such a hypothesis usually reflects the researcher's underlying research hypothesis and 

specifies an alternative population condition that is "supported" or "affirmed" following the rejection of 𝐻0. 

The null hypothesis takes a leading role in statistical hypothesis testing, as it is the hypothesis that is 

assumed to be true and formally tested. It also determines the sampling distribution and forms the basis for 

the final decision to "reject" or "retain." Since research hypothesis statements generally predict the existence 

of an effect or difference concerning whatever is being studied, the null hypothesis will generally be the one 

the researcher expects to reject. However, suppose the sample data is not significantly different from what is 

stated in the null hypothesis, beyond reasonable doubt. In that case, this suggests that the null hypothesis 

cannot be ignored [3]. 

When the test results lead one to retain the null hypothesis, or 𝐻0 is not rejected, as a consequence, the 

researcher does not have enough evidence to reject 𝐻0 and thus cannot support the 𝐻a claim. It implies that 

there is not enough evidence to state that the sample was drawn from a population that has parameters that 

are significantly different, smaller than, or larger than those specified in 𝐻0. To make the conclusions of such 

test results correct, in this case, the researcher should decide whether the true population parameter is really 

not sufficiently different from the hypothesized value and not just that there is not a large enough sample to 

detect whether or not the parameter is sufficiently different from the hypothesized value [4]. For this reason, 

the idea of retrospective analysis in hypothesis testing comes in handy. This analysis provides information 

on the sample size required to detect minimal differences in population parameters. A sample that is not large 

enough to find a specific difference will indicate that the analytical results are less robust. In other words, the 

sample size is not large enough to find an effect of a specific size if such an effect exists. 

Up to this point, the phenomenon in the population being statistically tested is considered not to exist 

(if 𝐻0 is true) or existing (if 𝐻0 is false). The nonexistence of the phenomenon implies some specific values 

for the population parameters. In short, when 𝐻0 is false or rejected, the hypothesis is false at a certain level, 

referred to as the effect size. The effect size is a non-zero value of deviation from the nonexistence of the 

hypothesized phenomenon or effect in the population [5]. Thus, effect size measures the magnitude and 

practical significance of differences or relationships found in hypothesis testing. It allows us to determine the 

meaningfulness of the results and can be interpreted in various ways, depending on the statistical analysis 

used. 

Considering that the one-sample 𝑡-test is the simplest test statistical tool and is widely applied in 

various fields, we will confine our attention to establishing (1) a minimum sample size, (2) a statistical power 

test, and (3) an effect size for the one-sample 𝑡-test. These calculations were performed by G*Power, which 

is free software to calculate statistical power. This method is not new, but we provide it in a different way to 

allow academics or practitioners to analyze the power of a test involving a one-sample 𝑡-test more simply 

and easily. 

The focus of the research data in this paper is the Gini ratio. The Gini ratio is a major concern after the 

Corona Virus Disease 2019 (COVID-19) pandemic in Indonesia because Indonesia has been one of the 

countries affected by the COVID-19 pandemic since March 2020 until now. Fluctuations in cases have 

increased every day and have an impact on every sector, especially the economic sector [6]. The COVID-19 

pandemic has weakened the economy on the production side, resulting in a decrease in national income. The 

decline in national income results in a decline in economic development [7]. So the evaluation of Indonesia's 

Gini Ratio after the COVID-19 Pandemic is very important. 
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2. RESEARCH METHODS 

This section briefly provides conceptual theory and methods for data analysis, including a one-sample 

𝑡-test, power analysis, sample size, and effect size. 

2.1 The One-sample 𝒕-Test 

In practice, one frequently has to estimate the population mean 𝜇 when the population standard 

deviation 𝜎 is unknown. Under this condition, one can conduct hypothesis tests related to one-sample mean 

using the one-sample 𝑡-test. The one-sample t-test is a parametric procedure for determining whether an 

unknown population mean is significantly different from a specific or hypothesized value. 

Given random samples 𝑋1, 𝑋2,⋯ , 𝑋𝑛 that are mutually independent and follow the normal distribution 

with unknown 𝜇 and 𝜎, then based on the Central Limit Theorem, the random variable T follows the 𝑡-
distribution with degrees of freedom 𝜈 = 𝑛 − 1, that is 

𝑇 =
𝑋̅  − 𝜇

𝑠 √𝑛⁄
(1) 

Here, 𝑋̅ =
∑ 𝑋𝑖
𝑛
𝑖=1

𝑛
 is the sample distribution mean, and the standard deviation of the sample distribution is  

𝑆 = √
∑ (𝑋𝑖−𝑋̅)2
𝑛
𝑖=1

𝑛−1
. 

The 𝑡-distribution is also known as the Student-𝑡 distribution. The distribution is named after William 

Sealy Gosset who first published it in English in 1908 in the scientific journal Biometrika using the 

pseudonym "Student" because the company supervisor where Gosset worked preferred his staff to use pen 

names when publishing scientific papers related to company data to maintain company trade secrets [8]. The 

𝑡-distribution resembles the standard normal distribution in that it is unimodal, symmetrically distributed, and 

has a bell-shaped curve centered around 0. However, unlike the 𝑧-distribution which has a variance of 1, the 

𝑡-distribution has a variance equal to its independent degree which is more than 1. Therefore, the 𝑡-
distribution is heavy-tailed compared to the 𝑧-distribution. This indicates that the 𝑡-distribution tends to have 

many outliers with extreme values. The thicker the tail, the more likely it is that there are one or more 

disproportionate values in the sample. The shape of the 𝑡-distribution depends on the degrees of freedom. 

The larger the degrees of freedom, the higher the curve and the thinner the tails. In other words, the larger the 

degrees of freedom, the closer the curve will be to the 𝑧-distribution. 

 
Figure 1. Flowchart of Statistical Test for one-Sample Mean with an Interval or Ratio Scale 
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The one-sample 𝑡-test is commonly employed on small sample sizes (𝑛 < 30), with the assumptions 

that: 

1. The data is continuous with an interval or ratio scale. 
2. The sample is randomly selected from the population of interest, such that each individual (observation) 

in the population has an equal chance of being selected as a sample. 

3. Each observation is mutually independent. 

4. The population standard deviation 𝜎 is unknown. 

5. The data follows a normal distribution. 

Based on Equation (1), the t-test statistic is calculated by 

𝑡𝑠𝑡𝑎𝑡 =
𝑥̅ − 𝜇0

𝑠 √𝑛⁄
, (2) 

Broadly defined, there are seven steps required for hypothesis testing using the one-sample 𝑡-test, as 

detailed in the next algorithm. 

Algorithm 1. Statistical hypothesis testing steps. 

Step 1: Formulate the statistical hypothesis. 

Step 2: State the assumptions (if any) and check the conditions. 

Step 3: Determine the critical value at the selected significance level 𝛼. 

Step 4: Calculate the test statistic. 

Step 5: Calculate the p-value. 

Step 6: Determine the test criteria or critical region. 

Step 7: Conclude. 

The 𝑝-value of a one-sample 𝑡-test is determined by taking the cumulative distribution function of the 

𝑡-distribution, as follows: for 𝑡 > 0 

𝑃(𝑇 ≤ 𝑡) = 𝑃 (𝑇 ≤
𝑥̅ − 𝜇0
𝑠

√𝑛

) = 1 −
1

2
(
𝐵[𝑥(𝑡); a; b]

𝐵[a; b]
) , (3) 

with 𝑥(𝑡) =
𝜈

𝑡2+𝜐
∈ [0,1], 𝑎 =

𝜈

2
, and 𝑏 =

1

2
. Here, 𝐵[a; b] is a Beta function, that is 

𝐵[a; b] = ∫ 𝑢𝑎−1(1 − 𝑢)𝑏−1𝑑𝑢
1

0

, (4) 

and 𝐵[𝑥(𝑡); a; b] is an incomplete Beta function [9], such that 

𝐵[𝑥(𝑡); a; b] = ∫ 𝑢𝑎−1(1 − 𝑢)𝑏−1𝑑𝑢
𝑥(𝑡)

0

. (5) 

 

2.2 Statistical Power Analysis and Sample Size 

Consider the 𝑡-test statistic in Equation (2). Under the assumption 𝐻0, the 𝑡 statistic follows the Student's 

𝑡-distribution with free degrees 𝜈 = 𝑛 − 1. Meanwhile, under the alternative hypothesis (𝐻a), the 𝑡 statistic 

follows noncentral Student's 𝑡-distribution with free degrees 𝜈 = 𝑛 − 1 and noncentral parameters [10], that 

is 

𝜆 =
𝛿

𝑠 √𝑛⁄
, (6) 

where 𝛿 = 𝜇a − 𝜇0 denotes the difference between the true population mean 𝜇a and the hypothesized 

population mean 𝜇0. The statistical power test (1 − 𝛽) for detecting specific differences 𝛿 at a given 

significance level 𝛼, is determined as follows: 
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1 − 𝛽 = {

1 − 𝑇(𝑡(𝛼/2;𝜈); 𝜈, 𝜆) + 𝑇(−𝑡(𝛼/2;𝜈); 𝜈, 𝜆)  , if two − tailed 

1 − 𝑇(𝑡(𝛼;𝜈); 𝜈, 𝜆)                                           , if right − tailed 

𝑇(−𝑡(𝛼;𝜈); 𝜈, 𝜆)                                             , if left − tailed

(7) 

Here, 𝑇(𝑡; 𝜈, 𝜆) is the cumulative distribution function of the non-centered Student's t-distribution with 

degrees of freedom 𝜈 = 𝑛 − 1 and noncentral parameters 𝜆 at the value of 𝑡 = {−𝑡𝛼/2, −𝑡𝛼, 𝑡𝛼, 𝑡𝛼/2}. Recall 

that 𝑇~ 𝑇(𝜈, 𝜆) is non-centered 𝑡-distribution, and its cumulative distribution function is 

𝑇(𝑡; 𝜈, 𝜆) = 𝑃(𝑇 ≤ 𝑡) =

{
 
 
 

 
 
 1

2
∑

1

𝑗!
(−𝜆√2)

𝑗
𝑒
−𝜆2

2
𝛤 (
𝑗 + 1
2
)

√𝜋

∞

𝑗=0

𝐵 [
𝜈

𝜈 + 𝑡2
;
𝜈
2
;
𝑗 + 1
2
]

𝐵 [
𝜈
2
;
𝑗 + 1
2
]

        , 𝑡 ≥ 0

1 −
1

2
∑

1

𝑗!
(−𝜆√2)

𝑗
𝑒
−𝜆2

2
𝛤 (
𝑗 + 1
2
)

√𝜋

∞

𝑗=0

𝐵 [
𝜈

𝜈 + 𝑡2
;
𝜈
2
;
𝑗 + 1
2
]

𝐵 [
𝜈
2
;
𝑗 + 1
2
]

, 𝑡 < 0

 (8) 

with 𝛤 is the Gamma function, such that 

𝛤(𝑥) = ∫ 𝑢𝑥−1𝑒−𝑢 𝑑𝑢
∞

0

(9) 

The minimum sample size 𝑛𝛽 required to detect at least a difference 𝛿 from the hypothesized 

population mean 𝜇0 at a given 1 − 𝛽 power level can be determined by solving Equation (7) for a given 

value of 𝛽 [11]. A power value of 1 − 𝛽 = 0.9 is commonly considered adequate. A value of 0.9 indicates 

that one has a 90% chance of detecting a difference between the actual population mean μa and the target or 

hypothesized population mean 𝜇0 when such a difference exists [11]. Likewise, determining the minimum 

difference 𝛿 that can be attained at a given 1 − 𝛽 power level for each sample size 𝑛 is obtained iteratively 

using these equations [12]. Since, the cumulative distribution function of the non-centered 𝑡-distribution in 

Equation (8) is relatively sophisticated. Therefore, in this study, it was calculated using the G*power 

software. 

 

2.3 Effect size 

Interpreting the effect size in hypothesis testing is essential for understanding the practical significance 

of the results obtained and providing a more comprehensive understanding of the research findings. When 

𝐻0 is rejected, the population effect size of the one-sample 𝑡-test is determined by the Cohen index below [5] 

𝛿𝐸𝑆 =
|μa − 𝜇0|

𝜎
 (10) 

 

Lo and Chen [13] estimated 𝛿𝐸𝑆 by 

𝛿̂𝐸𝑆 =
|𝑥̅ − 𝜇0|

𝑠
, (11) 

where μa is the true population mean, 𝜇0 is the hypothesized population mean, 𝑥̅ is the sample mean, and 𝑠 

is the sample standard deviation. The magnitude of the effect size is interpreted according to the three criteria: 

(1) small effect size, if 0,2 < 𝛿̂𝐸𝑆 ≤ 0,5; (2) medium, if 0,5 < 𝛿̂𝐸𝑆 ≤ 0,8; and (3) high, if 𝛿̂𝐸𝑆 > 0,8 [5]. 

 

2.4 G*Power Software for Retrospective Analysis 

G*Power is a free statistical power analysis software for various statistical tests such as exact test, z, t, 

F, 𝜒2, and related tests [14]. G*power provides power value, sample size, and effect size calculators including 

graphical options. The software and its manual book can be downloaded for free on the 

website https://www.psychologie.hhu.de. G*Power software offers five different types of statistical power 

https://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-arbeitspsychologie/gpower
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analysis, consisting of a priori, compromise, criterion, post hoc, and sensitivity [15]. In terms of retrospective 

analysis, the current study will deal with three of the five analyses, specifically: 

1. A priori, the minimum necessary sample size 𝒏𝜷 is computed as a function of 𝟏 − 𝜷, 𝜶, and 𝜹𝑬𝑺 to 

evaluate the sample size that has been used in hypothesis testing. 

2. Post hoc, statistical power level 𝟏 − 𝜷 is computed as a function of 𝜶, 𝜹𝑬𝑺, and 𝒏𝜷 to reveal the statistical 

test capability in detecting the differences of the variable interest if such differences genuinely exist. 

3. Sensitivity, population effect size 𝜹𝑬𝑺 is computed as a function of 𝜶, 𝟏 − 𝜷, and 𝒏𝜷 to assess the 

practical significance of a hypothesis test. 

To allow users to explore the parameter space relevant to the power analysis being performed, an 

arbitrary parameter (α, 1 − 𝛽, 𝛿𝐸𝑆, or 𝑛𝛽) may be plotted as a function of the other parameters [14].  

 

2.5 Gini Ratio 

The Gini ratio measures the aggregate income inequality in a region [16]. This index is a summary 

statistic that measures how equitably resources are distributed within a population [17]. Statistics Indonesia 

(BPS) employs expenditure data as a proxy for income sourced from the National Socioeconomic Survey 

(Susenas) and adapted the World Bank's Gini ratio and distribution indicators to measure the inequality rate 

in Indonesia. The Gini ratio (GR) is calculated by the formula [18]. 

𝐺𝑅 = 1 −∑𝑓𝑝𝑖(𝐹𝑐𝑖 + 𝐹𝑐𝑖−1)

𝑛

𝑖=1

.  (12) 

Here, 𝑓𝑝𝑖 is the frequency of population in the 𝑖-th expenditure class, 𝐹𝑐𝑖 and 𝐹𝑐𝑖−1 respectively are 

cumulative frequency of total expenditure in expenditure class 𝑖 and 𝑖 − 1. The Gini ratio value lies in the 

interval [0,1]. A Gini ratio value closer to 1 indicates a higher level of inequality, and the reverse is true. 

The Gini ratio is based on the Lorenz curve, which is a cumulative expenditure curve that compares 

the distribution of consumption expenditure values with a uniform distribution that represents the cumulative 

percentage of the population [19]. Thus, the basic idea of calculating the Gini ratio derives from gauging the 

area of a curve that describes the distribution of income for the entire income group, as illustrated in Figure 

2. The horizontal line (red line) in Figure 2 represents the perfect equality. The magnitude of the inequality 

is depicted as the shaded area A. The Gini coefficient or Gini ratio is defined as the ratio between the shaded 

area A and the triangular area OPE. It implies that if income is perfectly equally distributed (uniformly 

distributed), then all points will lie on the diagonal line [20]. As a consequence, the shaded area will be zero 

since it is equal to the diagonal line. Thus, the ratio is equal to zero. Conversely, if only one entity receives 

all the income, then the shaded area will be equal to the triangular area, so the Gini ratio is one. 

 
Figure 2. Lorenz Curve as a Graphical Representation of Income Inequality [21] 
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Furthermore, income inequality is interpreted according to the Gini ratio criteria [22] as follows 

Table 1. Gini ratio criterion and interpretation  

Gini ratio (GR) Income distribution interpretation 

𝐺𝑅 = 0 Perfect equality 

 0 < 𝐺𝑅 < 0.4 Low inequality level 

0.4 ≤ 𝐺𝑅 < 0.5 Medium inequality level 

0.5 ≤ 𝐺𝑅 < 1 High inequality level 

𝐺𝑅 = 1 Perfect inequality (monopolized by one entity/company) 

 

3. RESULTS AND DISCUSSION 

3.1 Data description 

Based on Statistics Indonesia data, the Gini Ratio has continued to decline nationwide from March 

2017 to September 2019. It indicates that during this period, there was an improvement in the equitable 

distribution of population expenditure in Indonesia. However, the Gini ratio increased in March 2020 and 

September 2020 as a direct consequence of the COVID-19 pandemic. Figure 3 reveals that after 2020, the 

Gini ratio fluctuated until it reached 0.388 in March 2023.  

 

    
(a)                                                                                    (b) 

Figure 3. The data acquired from the National Socioeconomic Survey, (a) Indonesia's Gini ratio 

Distribution Map and (b) Gini ratio trends from March 2017 to March 2023 

 

The government has taken extensive strategies to revitalize the economy due to the COVID-19 

pandemic, including ensuring the inflation rate, food price stability, and sustainable social welfare 

distributions [23]. These strategies had a positive economic impact on the poverty rate in March 2023. 

Statistics Indonesia data reported that the poverty rate in Indonesia in March 2023 decreased by 0.21% 

compared to September 2022, which was 9.36%. In particular, Statistics Indonesia claims that the expenditure 

of the population in March 2023 was at a low inequality level [24].  

3.2 Hypothesis Testing 

The rest of this study focuses on hypothesis testing to verify Statistics Indonesia's claim. For this 

purpose, data on the Gini ratio in March 2023 is taken from the Statistics Indonesia official website, available 

at https://www.bps.go.id. The website provides Gini ratio data for March 2023, organized by province (34 

provinces) and region (urban, rural, urban-rural). Furthermore, a random sample of 10 out of 34 provinces 

from urban-rural regions was selected, as reported in Table 2. 

 

https://www.bps.go.id/indicator/23/98/1/gini-ratio-menurut-provinsi-dan-daerah.html
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Table 2. Gini ratio from a Random Sample of 10 Provinces in Indonesia 

Province Gini ratio (GR) 

East Java 0.387 

Gorontalo 0.417 

North Sulawesi 0.370 

Papua 0.386 

South Sulawesi 0.377 

Southeast Sulawesi 0.371 

Special Capital Region of Jakarta 0.431 

Special Region of Yogyakarta 0.449 

West Java 0.425 

West Nusa Tenggara 0.375 

Data source: Statistics Indonesia website (period March 2023) 

 
Here are the hypothesis testing steps according to Algorithm 1, 

Step 1: Formulate the statistical hypothesis. 

Research hypothesis: The average Gini ratio in March 2023 is at a low inequality level (𝐺𝑅 < 0.4). 

The statistical hypothesis using the left-tailed test: 

𝐻0: 𝜇 = 0.4 vs 𝐻a: 𝜇 < 0.4. 

Step 2: State the assumptions and check the conditions. 

Assumptions: (1) The Gini ratio data is continuous with a ratio scale; (2) a random sample of 10 out of 34 
provinces from urban-rural regions was selected; (3) each province is mutually independent; (4) the 
population standard deviation 𝜎 of Gini ratio is unknown; and (5) The normality test results using the 
Anderson-Darling test obtained a 𝑝-value = 0.086, which is greater than the significance level 𝛼 = 0.05. 
Figure 4 suggests that at the 95% confidence interval, the Gini ratio data follows a normal distribution. Figure 
5 provides a graphical plot of the normality of the residuals along with the Anderson-Darling test statistic and 
the corresponding 𝑝-value presented in the box on the top right-hand side of the plot. 

 

Figure 4. Probability plot of Gini Ratio Data and Normality Test Results using the Anderson-Darling test 

Step 3: Determine the critical value at the selected 𝛼. 

Since hypothesis testing involves a left-tailed test, at the significance level 𝛼 = 0.05, the critical value is 

determined by finding the 𝑡𝑐𝑟𝑖𝑡 that fills the 0.05 area to the left, and leaving the area to the right is 0.95 with 

degrees of freedom 𝜈 = 𝑛 − 1 = 10 − 1 = 9, such that 𝑡𝑐𝑟𝑖𝑡 = −𝑡(𝛼;𝜈) = −𝑡(0.05;9) = −1.883. 
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Step 4: Calculate the test statistic. 

According to the data in Table 2, it was found that the mean 𝑥̅ = 0.399 and standard deviation 𝑠 = 0.029. 

Hence, the test statistic by using Equation (2) is 

𝑡𝑠𝑡𝑎𝑡 =
𝑥̅ − 𝜇0

s √𝑛⁄
=
0.399 − 0.40

0.0029 √10⁄
= −0.131. 

Step 5: Calculate the p-value. 

Based on Equations (3), (4), (5), and (8), the 𝑝-value for the left-tailed test of the one-sample 𝑡-test is as 

follows. 

𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 𝑃(𝑇 ≤ 𝑡) =
1

2
(
𝐵[𝑥(𝑡); a; b]

𝐵[a; b]
) =

1

2
(
𝐵[0.998; 4.5; 0.5]

𝐵[4.5; 0.5]
) =

1

2
(
0,898

1
) = 0.449. 

Step 6: Determine the test criteria or critical region. 

The test statistic 𝑡𝑠𝑡𝑎𝑡 = −0.131 is greater than the critical value 𝑡𝑐𝑟𝑖𝑡 = −1.883, such that the 𝑡𝑠𝑡𝑎𝑡 does not 

fall into the 𝐻0 rejection area. The area from 𝑡𝑠𝑡𝑎𝑡 to the left, representing the 𝑝-value with an area of 0.449, 

is larger than the area from 𝑡𝑐𝑟𝑖𝑡 to the left, which represents the significance level 𝛼 that has an area of 0.05. 

It leads us not to reject 𝐻0 [25].  

Step 7: Conclude. 

At the 95% confidence interval, the population average Gini ratio in March 2023 is not statistically 

significantly different from 0.4. In other words, there is not enough evidence to justify Statistics Indonesia's 

claim that the average Gini ratio is at a low inequality level. 

3.3 Retrospective Analysis 

Since 𝐻0 was not rejected, using Equations (7) and Equation (8), we can establish the magnitude of 

the statistical power test performed for a sample size of 𝑛 = 10 with a specific difference, let 𝛿 = −0.02 and 

𝛿𝐸𝑆 = 0.69. By running the G*Power software derived power values are provided in Figure 5. 

 

 
Figure 5. Power Plot as a Function of Sample Size with a Specific Effect Size 

The results suggest that for a 95% confidence interval, we only have a 64.4% chance of detecting a 

difference 𝛿 = −0.02 in the Gini ratio with a sample size of 𝑛 = 10, once that difference exists. This 

probability is depicted as an area 1 − 𝛽 in Figure 6. If a hypothesis test has weak power, researchers may 

fail to detect a difference and inaccurately conclude that there is no difference. It typically occurs when the 

sample size or the difference is smaller. Consequently, the statistical test has less power to detect such a 

difference. 
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Figure 6. Power Test Area for a Left-Tailed Test of the Indonesia Gini Ratio Population Mean 

Due to the statistical power test yield not providing a strong justification, it may be reasonable to 

consider increasing the sample size such that it is possible to detect differences with greater probability. 

Further action is taken by performing a retrospective analysis to investigate whether the sample is large 

enough to detect differences if they exist [1]. Suppose we want to detect a minimum difference of at least 

0.02 in the average Gini ratio in March 2023 with a power of 0.90. Starting from Equation (7) and employing 

G*Power software, the result was iteratively derived, as presented in Figure 7. 

A priori analysis results indicate that a minimum sample size of 𝑛𝛽 = 20 is required to detect whether 

the population mean of the Gini ratio in March 2023 is less than the hypothesized mean (𝜇0 = 0.40) with the 

target power is 0.90 and a minimum difference of 0.02 such that the effect size is 𝛿𝐸𝑆 = 0.69. Due to the 

selected sample size of 𝑛 = 10 being smaller than the necessary sample size of 𝑛𝛽 = 20, the non-rejection 

of 𝐻0 in the previous hypothesis testing may be caused by the sample size that is not adequate. In addition, 

G*Power always rounds non-integer sample sizes up to yield a consistent integer value with a power level 

that is not lower than the pre-specified one. Therefore, in most cases, the actual power is slightly larger than 

the pre-specified power in the a priori power analysis [14]. It could be verified from the actual power value 

in the test of 0.97 which was larger than the pre-specified power value of 0.90. In particular, if the researcher 

increases the sample size, the statistical power test will improve as well. 

 

Figure 7. Sample Size Plot as a Function of Power with a Specific Effect Size 

A priori analysis leads us to select at least a sample size 𝑛𝛽 = 20 and repeat hypothesis testing. A 

resample of size ten was selected and added such that Table 3 exhibits a random sample of Gini ratios of 20 

of the 34 provinces from urban-rural regions. 
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Table 3. Gini ratio from a Random Sample of 20 Provinces in Indonesia 

Province Gini ratio  Province Gini ratio  

East Java 0.387 Bali 0.362 

Gorontalo 0.417 Banten 0.368 

North Sulawesi 0.370 Bengkulu 0.333 

Papua 0.386 Central Java 0.369 

South Sulawesi 0.377 East Nusa Tenggara 0.325 

Southeast Sulawesi 0.371 Jambi 0.343 

Special Capital Region of Jakarta 0.431 Riau Islands 0.340 

Special Region of Yogyakarta 0.449 South Sumatra 0.338 

West Java 0.425 West Papua 0.370 

West Nusa Tenggara 0.375 West Sulawesi 0.351 

Data source: Statistics Indonesia website (period March 2023) 

By applying Algorithm 1, similarly, the test statistic 𝑡𝑠𝑡𝑎𝑡 = −3.378  is less than the critical value 

𝑡𝑐𝑟𝑖𝑡 = −1.729, then 𝑡𝑠𝑡𝑎𝑡 lies in the critical area of rejection 𝐻0. Additionally, the area from 𝑡𝑠𝑡𝑎𝑡 to the left, 

representing the 𝑝-value with an area of 0.002, is smaller than the area from 𝑡𝑐𝑟𝑖𝑡 to the left, representing the 

significance level 𝛼 with an area of 0.05. Thus, there is enough evidence to reject 𝐻0. In conclusion, at the 

95% confidence interval, Statistics Indonesia's claim that the average Gini ratio in March 2023 is at a low 

level of inequality is supported by statistically significant evidence. 

In recognition of the fact that 𝐻0 is rejected, implying a significant difference from a hypothesized 

population mean, the remaining step of the retrospective analysis is to execute a sensitivity analysis. This 

analysis aims to ensure that the observed differences are not solely due to random chance or sampling error 

but have real implications. Additionally, it allows us to assess whether the differences are meaningful 

regarding their practical implications or merely statistically significant [26]. Hence, the effect size defined by 

Equation (11) was calculated using G*Power software to gather the results in Figure 8. 

 
Figure 8. Effect Size Plot as a Function of Sample Size with a Specific Power 

The value of 𝛿𝐸𝑆 = 0.68 indicates that the hypothesis testing has a medium effect size. It implies that 

the effect of the difference in the Gini ratio is not only statistically significant but adequately significant in 

practice. Moreover, an oversized sample size decreases the effect size due to its impracticality and potentially 

wasted time or unnecessary sampling costs. 
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4. CONCLUSIONS 

This study highlights three essential roles of retrospective analysis in hypothesis testing, specifically 

as a priori analysis, post hoc analysis, and sensitivity analysis. The analysis was applied to Gini ratio data to 

verify Statistics Indonesia's claim that the expenditure of the population in March 2023 was at a low inequality 

level. The analysis was conducted with the aid of G*Power software. The result reveals that for a sample size 

of 20 at the 95% confidence interval, there is enough evidence to suggest that the Gini ratio is statistically 

significant at less than 0.4, with a power of analysis of 90.8% and an effect size of 0.68. As a result, 

retrospective analysis using G*Power software can be helpful for academics or practitioners in planning and 

evaluating hypothesis testing, especially concerning power, sample size, and effect size. 
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