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ABSTRACT 

Article History: 
The primary aim of this study is to examine the use of K-Means clustering in analyzing LQ45 

stocks from 2021 to 2023, utilizing data obtained from the Yahoo Finance platform. The 

analysis delves into key performance measures such as the price-to-earnings ratio (PER), 

earnings per share (EPS), dividends, trading volume, and historical return on investment. 
This technique categorizes stocks with similar characteristics, providing financial analysts, 

money managers, and investors with valuable insights. The objective of the clustering 

analysis is to gain a deeper understanding of the relationship between intrinsic stock 

features and the inherent price volatility of companies. This is accomplished by using 
historical datasets to conduct stock feature analysis. Mathematics plays a crucial role in 

the K-Means model by providing the foundational algorithms and statistical methods used 

to categorize and analyze the data. The study contributes to the field of financial market 
analysis by demonstrating how understanding group-to-group dynamics can affect 

investment decisions and offering a more precise representation of large datasets in 

financial contexts. These findings provide significant insights for individuals involved in 

financial matters in the stock market, helping to identify potential investment opportunities 
and reduce risk more effectively. 
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1. INTRODUCTION 

The LQ45 index, a widely recognized benchmark in the Indonesian stock market, comprises 45 stocks 

carefully selected and updated on a semi-annual basis. These updates are based on several factors, including 

market capitalization, trading frequency, stock market liquidity, financial health, and growth prospects [1]. 

Alongside the Composite Index of Indonesia (IHSG), the LQ45 index provides a snapshot of the performance 

of actively traded stocks on the Indonesia Stock Exchange (IDX), serving as a reliable indicator of market 

sentiment and a critical tool for guiding investment decisions [2]. 

The inherent volatility and fluctuations characteristic of the stock market are influenced by numerous 

factors, such as macroeconomic indicators, geopolitical events, and investor sentiment. Therefore, investors 

and financial analysts need a comprehensive understanding of these dynamics to make informed decisions. 

In this context, clustering analysis, particularly K-Means clustering, emerges as a crucial tool to identify 

patterns and relationships among stocks based on various criteria, such as price, return, trading volume, price-

to-earnings ratio (PER), earnings per share (EPS), dividend yield, and other relevant factors [3]. 

Despite the growing use of advanced analytical methods to detect correlations and patterns in extensive 

financial datasets, there is a noticeable gap in the literature regarding the application of K-Means clustering 

to the LQ45 index. Previous studies have demonstrated the effectiveness of K-Means in segmenting stocks 

based on similar characteristics, facilitating the creation of optimal stock portfolios. However, these studies 

have primarily focused on markets outside Indonesia or on different stock indices [4], [5]. This research 

intends to fill this gap by applying K-Means clustering specifically to LQ45 stocks, providing insights that 

are directly applicable to the Indonesian stock market. 

The simplicity, efficiency, and scalability of K-Means clustering make it a particularly advantageous 

choice for stock analysis. The method's ability to quickly process large datasets and its straightforward 

implementation make it accessible to both seasoned financial analysts and beginners [6]. Furthermore,  

K-Means clustering effectively identifies distinct clusters of stocks with similar performance indicators, 

aiding in the diversification of investments and minimizing risk. Its adaptability allows for integration with 

other clustering techniques or use as an initial step before more complex analyses, enhancing the overall 

quality of stock groupings [7]. 

This study aims to utilize K-Means clustering to analyze the LQ45 stocks from 2021 to 2023. The 

objective is to provide valuable insights into the risks, returns, and investment opportunities within the 

Indonesian stock market during this period. By focusing on this specific index, the study addresses the urgent 

need for more localized, data-driven analysis tools in the digital era, equipping financial professionals and 

investors with the necessary tools to navigate the complexities of the modern stock market. 

 

2. RESEARCH METHODS 

According to [8], [9], and [10], K-Means Clustering is a technique employed to categorize data points 

into clusters according to their resemblance. During the process of data analysis, it is usual practice to utilize 

the K-Means Clustering technique to classify data into separate clusters based on shared criteria. When 

presenting this method in a research or instructional setting, it is essential to effectively communicate the 

following information to the intended recipients: 

K-Means Clustering is a widely employed technique for grouping data into clusters based on the 

similarities among the clusters within the data. This practice involves homogenizing the data, ensuring that 

data within each group have similar characteristics, while data across different groups exhibit significant 

differences. 

Before we continue to describe the K-Means Clustering algorithm, we must know about Euclidean 

distance. Euclidean distance is a measure of the straight-line distance between two points (𝑃1 and 𝑃2) in 

Euclidean space. For a two-dimensional space, it's given by: 

𝑑 = ‖𝑃1𝑃2
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ‖ = √(𝑥2 − 𝑥1)

2 + (𝑦2 − 𝑦1)
2 (1) 

In three dimensions: 
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𝑑 = ‖𝑃1𝑃2
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ‖ =  √(𝑥2 − 𝑥1)

2 + (𝑦2 − 𝑦1)
2 + (𝑧2 − 𝑧1)

2 (2) 

In n-dimensional space: 

𝑑(𝐮,  𝐯) = ‖𝐮 − 𝐯‖ = √(𝑢1 − 𝑣1)
2 + (𝑢2 − 𝑣2)

2 +  …+  (𝑢𝑛 − 𝑣𝑛)2 (3) 

Clustering algorithms like K-means use Euclidean distance to determine which cluster (centroid) a data 

point should belong to. Each cluster is represented by a centroid (mean point), and data points are assigned 

to the nearest centroid based on Euclidean distance. 

The goal of clustering is to group data points that are similar to each other based on their features. 

Similarity is measured by proximity in the n-dimensional space, where smaller Euclidean distances indicate 

higher similarity. 

The algorithm comprises several crucial steps: 

1. The process of selecting centroids starts by first finding K locations to act as the initial centroids for 

the potential groups. Furthermore, the appropriate number of groupings is predetermined. 

2. Clusters are created by allocating data points to centroids based on their closeness. A highly efficient 

approach to achieve this purpose is to minimize an objective function that is directly associated with 

distance, with the Euclidean distance being the primary technique. 

3. Once the assignment of data points to their respective clusters is completed, the centroids' positions 

are updated by computing the mean of all data points inside each cluster. 

4. The iterative process of repeating steps two and three continues until the positions of the centroids 

remain unchanged or until the convergence conditions, such as reaching a maximum number of 

iterations or a minimal number of changes in centroids, are met. 

Once the algorithm achieves convergence, it will generate K-clusters, each consisting of its own 

centroids and assigned data points. 
 

2.1 Data 

This study uses data from the LQ45 Index as listed on January 5th, 2024. The LQ45 Index consists of 

45 companies that are considered to be the most liquid and have strong financial fundamentals on the 

Indonesia Stock Exchange (IDX). Below is a table listing the company names and their corresponding codes 

included in the LQ45 Index: 

Table 1. LQ45 Stock Companies 

No Kode Nama Perusahaan 

1 ACES Ace Hardware Indonesia Tbk. 

2 ADRO Adaro Energy Indonesia Tbk. 

3 AKRA AKR Corporindo Tbk 

4 AMRT Sumber Alfaria Trijaya Tbk. 

5 ANTM Aneka Tambang Tbk. 

6 ARTO Bank Jago Tbk 

7 ASII Astra International Tbk 

8 BBCA Bank Central Asia Tbk. 

⋮ ⋮ ⋮ 

45 UNVR Bank Rakyat Indonesia (Persero) Tbk 

              Data source: Yahoo Finance, accessed on January 5th, 2024. 

The following table shows 45 company codes, sectors, EPS, dividends, company stock prices, and 

volume of trade, which are members of the Indonesian stocks exchange LQ45 taken throughout 2021-2023 

on the Yahoo Finance website, a total of 732 work dates (from January 4th, 2021 until December 29th, 2023) 

which was launched on January 5th, 2024.  
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Table 2. LQ45 Stock Dataset 

Company 

Code 
Sector EPS 

Total 

Dividend 

Date: 1/4/2021 

⋯ 

Date: 12/29/2023 

Closing 

Price 

Volume of 

Trade 

Closing 

Price 

Volume of 

Trade 

ACES 
Consumer 

Cyclical 
46.66 83.80 1,700 12,191,600 ⋯ 720 16,090,900 

ADRO Energy 910.9 1,059.87 1,455 110,366,200 ⋯ 2,380 124,776,700 

AKRA Energy 129.17 194.00 654 109,114,000 ⋯ 1,475 34,881,900 

AKRA Energy 129.17 52.14 800 1,572,500 ⋯ 1,475 34,881,900 

AMRT 
Consumer 

Defensive 
79.2 134.98 2,190 1,040,753,400 ⋯ 2,930 28,228,000 

ANTM 
Basic 

Materials 
168.19 0.00 3,516.35 2,032,849 ⋯ 1,705 83,597,900 

ARTO 
Financial 

Services 
1.7 83.80 6,225 34,840,200 ⋯ 2,900 7,581,900 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

UNVR 
Consumer 

Defensive 
130.13 516.00 7,475 8,203,000 ⋯ 3,530 6,004,400 

Data source: Yahoo Finance, accessed on January 5th, 2024. 
 

2.2 Return On Investment 

Return on Investment is a quantitative measure applied to analyze the performance of a stock during a 

given timeframe while accounting for swings in stock price over time. Within the area of financial analysis, 

the statistic known as return on investment (ROI) is applied to assess the performance of a given fund 

throughout the designated time frame. Following the requirements of the analysis, return prices have the 

flexibility to be updated at any time intervals, including weekly, monthly, quarterly, or annual. This helps 

investors and analysts to acquire insights into the performance of the aforementioned company during various 

periods.  

We follow [11] to describe return on investment, which is computed by subtracting the difference 

between the original and final prices over a given time. This resulting sum is then stated as a percentage of 

the initial price, known as the return definition. In mathematical terms, the return value for a given period 

[𝑡, ∆𝑡], when not divided by 𝑆𝑡, can be expressed as the price at the time 𝑡. 

�̂�𝑡+∆𝑡,𝑡 =
𝑆𝑡+∆𝑡 − 𝑆𝑡

𝑆𝑡
 (4) 

The return on investment is obtained by calculating the natural logarithm of the stock price. 

𝑅𝑡+∆𝑡,𝑡 = ln
𝑆𝑡+∆𝑡

𝑆𝑡
 (5) 

 This definition possesses several advantages, namely meeting the characteristics of addition: 

  𝑅𝑁,0 = ln
𝑆𝑁

𝑆0
= ln(

𝑆𝑁

𝑆𝑁−1

𝑆𝑁−1

𝑆𝑁−2
… 

𝑆1

𝑆0
) 

                                         = ln
𝑆𝑁

𝑆𝑁−1
+ ln

𝑆𝑁−1

𝑆𝑁−2
+ ⋯+ ln

𝑆1

𝑆0
= ∑ �̂�𝑖,𝑖−1

𝑁

𝑖=1
 (6) 

 

2.3 Trading volume 

According to [12] and [13], trading volume is a determinant that diminishes the monetary value 

transacted within a specified period. A reduction in interest can be inferred from a low volume, while a high 

volume typically indicates a rise in interest in stocks. Technical analysts often employ trading volume as a 

method to confirm trend pricing and evaluate the viability of a trend. 
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2.4 Price-to-Earnings Ratio (PER) 

We follow [12] and [13], the PER represents the correlation between the present stock price and the 

earnings per share. In the field of fundamental financial research, this specific indication is highly significant. 

The PER is a metric used to assess the valuation of a stock, representing the price an investor is prepared to 

pay for each dollar of a company's shares. A high price-to-earnings ratio may suggest a significant valuation, 

while a low ratio may suggest a reduced valuation.  

2.5 Earnings Per Share (EPS)  

According to [12] and [13], the earnings per share (EPS) of a firm denotes the company's net income 

divided by the number of outstanding shares. This statistic is essential in assessing the financial sustainability 

of a business. Investors generally view regularly rising profits per share (EPS) as a favorable sign because it 

indicates a steady pattern of growth.  

2.6 Dividend 

We follow [12] and [13], a dividend is the systematic allocation of funds by a company to its 

shareholders. Often, the company's profits are used to distribute dividends. Investors who are looking for a 

high return on their investment could be greatly affected by a growing and reliable stream of dividends. 

Moreover, dividends can significantly influence a company's overall health and financial stability. 

 

3. RESULTS AND DISCUSSION 

This part will use Python 3.1 and Microsoft Excel to preprocess and model the data. The preprocessing 

data are to create the desired feature, encoding, creating a new feature (PER), scaling, and feature selection. 

After preprocessing the data, the data is clustered using K-Means Clustering followed by the Elbow Method 

to determine the number of clusters that are ideal using Python 3.1. After modeling, the results are compared 

and interpreted, as well as recommendations for what investors should do.  

3.1 Data Preprocessing: Feature Importance 

The primary step in determining the mean trade volume involves estimating the average daily trading 

volume for the period spanning from 2021 to 2023. Subsequently, the total dividend percentage, where the 

dividend percentage (D) is the total dividend amount received within a particular time interval divided by the 

price after the period (the end of the year 2023). It is possible to phrase it as  𝐷 =
∑𝐷𝑗

′

𝑆0
. The next step is to 

determine PER where 𝑃𝐸𝑅 =
𝑆𝑡𝑜𝑐𝑘 𝑃𝑟𝑖𝑐𝑒

𝐸𝑃𝑆
 . In order to assess the historical performance of the stock market 

and the volatility of the stock market, the average daily return and standard deviation of stock returns will be 

computed. The Price-to-Earnings ratio, also known as the PER ratio, is determined by dividing the closing 

stock price by the earnings per share, also known as the EPS.  

3.2 Data Preprocessing: One Hot Encoding  

The process of transforming categorical variables or qualitative data into a format that can be processed 

by a machine learning model is achieved through the utilization of a technique known as one-hot encoding. 

This technique is particularly useful in the field of data analysis [14]. Due to the fact that it can be classified 

into a number of different categories, such as finance, energy, consumption, and others, this study classifies 

industrial type as a categorical variable. 

Prior to undergoing transformation through one-hot encoding, the industries of a company can be 

represented as a single column with category values such as "Financial Services," "Consumer Defensive," 

"Basic Materials," and so on. This is done before the transformation process takes place. It is typical for 

machine learning models to rely on numerical input, which is why it is necessary to convert categorical 

variables into numerical representation to make algorithmic interpretation easier. 
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The process that is referred to as "one-hot encoding" entails the construction of individual columns for 

each distinct category that is contained in the categorical variable. Using the criteria that have been defined, 

a value of 1 will be assigned to each column if the observation is connected with the relevant category, and a 

value of 0 will be allocated to each column otherwise. To phrase it another way, each category is given its 

column and is represented as a binary variable [15]. 

3.3 Data Preprocessing: Scaling 

The transformation of data into a predetermined scale is accomplished through the process of scaling, 

which is sometimes referred to as normalization [16]. Within the world of clustering algorithms, such as  

K-Means Clustering, as well as a variety of other machine learning techniques, the procedure that was 

discussed above carries a significant amount of weight. K-Means Clustering is a technique that classifies data 

points into clusters by taking into consideration the distance between them. This is accomplished by the 

utilization of the Euclidean distance metric. There is a substantial amount of sensitivity displayed by the 

algorithm to variations in scale among several features. The distance of connection will have a bigger 

dampening impact as a consequence of a characteristic that demonstrates a higher value of rent. When 

compared to another feature, a feature that possesses a higher value of rent can induce clustering and reduce 

the influence of other features that exhibit lower value or rents. This is a hypothetical scenario that exists. 

Before beginning the scaling process, it is essential to conduct an examination of the characteristics of the 

numerical data in order to determine whether or not any outliers are among the observations. An overview of 

the findings of the study can be described as follows: 
 

 
Figure 2.  Boxplot Normality Test  

(a) EPS, (b) Stock Price at the end of 2023, (c) Average Volume Trade, (d) Percentage Dividend,  

(e) Mean Lognormal ROI, (f) Standard Deviation Lognormal ROI, (g) PER 
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In the case of any outliers within the dataset, it is advisable to utilize the technique of Absolute 

Maximum Scaling [17]. The method of absolute maximum scaling, alternatively referred to as normalizing 

or absolute maximum scaling, involves dividing each value inside a given set by the absolute maximum value 

within that set. The purpose is to edit the data in such a way that the greatest number in the appropriate column 

is either 1 or -1. This strategy is often applied in machine learning and data analysis to guarantee that variable 

magnitudes of the same function do not result in disproportionately big effects on the output of a limited 

number of algorithms. 

The ideas underlying the absolute maximum scaling can be summarized as follows:  

 𝑥𝑖
′ =

𝑥𝑖

|𝑥𝑚𝑎𝑥 |
 (7) 

 

3.4 K-Means Clustering  

During this stage, Clustering will be conducted using the following features: 'EPS', 'end-of-year price 

2023', 'average volume of purchases 2021-2023', Percentage Dividend 2021-2023', 'mean return 2021-2023', 

'standard return 2021-2023', 'PER end-of-year 2023', and a binary variable representing the outcomes of one-

hot encoding.  

The Elbow Method is a widely used technique in cluster analysis to estimate the optimal number of 

clusters, as demonstrated in works [18], [19], and [20]. This technique is frequently employed in conjunction 

with the K-Means algorithm, although it can also be utilized with other clustering techniques. The Elbow 

technique aims to determine the optimal point at which further addition of clusters ceases to result in a 

substantial enhancement in the clustering quality.  

The Elbow technique consists of the following steps: 

1. Compute the WCSS (Within-Cluster Sum of Squares): WCSS refers to the summation of the squared 

distances between every data point within a cluster and its corresponding centroid (or center) of that 

cluster. WCSS quantifies the degree to which data points inside a cluster are tightly grouped around 

the centroid. 

2. Experiment with different values of K: Experiment with different values of 𝐾 (the number of clusters) 

within the range of 𝐾 = 1 to a specified upper limit (such as 10 or higher). Calculate the appropriate 

WCSS for each value of K. 

3. Plot illustrating the relationship between the Within-Cluster Sum of Squares (WCSS) and the number 

of clusters (𝐾): Produce a visual representation that demonstrates the correlation between  

Within-Cluster Sum of Squares (WCSS) and the variable 𝐾. The 𝑋-axis denotes the number of 

clusters (𝐾), while the 𝑌-axis indicates the within-cluster sum of squares (WCSS). 

4. Determine the Elbow point: The Elbow point refers to the specific point on the graph where the rate 

of decrease in WCSS (Within-Cluster Sum of Squares) begins to considerably slow down. This fact 

suggests that the addition of more clusters does not result in a substantial enhancement in the 

clustering's quality. 

After identifying the elbow point, you can choose the ideal number of clusters for your clustering study 

depending on this point. This facilitates the attainment of optimal clustering results. The following 

visualization results were achieved using the elbow method: 
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Figure 3. Elbow Method 

 

One might infer that the ideal value for 𝐾 is 5. Subsequently, a thorough examination is conducted on 

the clustering results obtained with a value of 𝐾 equal to five. The following are the outcomes of clustering 

with a value of 𝐾 set to five: 

Table 3. K-Means Cluster of LQ45 Stock 

Company Code 

Cluster “0" 

Company Code 

Cluster “1" 

Company Code 

Cluster “2" 

Company Code 

Cluster “3" 

Company Code 

Cluster “4" 

AMRT ARTO ADRO EMTK ACES 

CPIN BBCA AKRA EXCL ANTM 

GGRM BBNI ESSA SCMA ASII 

ICBP BBRI HRUM TBIG BRPT 

INDF BBTN INDY TLKM BUKA 

UNVR BMRI ITMG TOWR GOTO 
 BRIS MEDC  INCO 
  PTBA  INKP 
    INTP 
    KLBF 
    MAPI 
    MDKA 
    PGAS 
    SIDO 
    SMGR 
    TPIA 
    UNTR 

Data source: Author's Jupyter Notebook 

The results of this research reinforce the efficacy of K-Means clustering in financial data analysis, 

aligning well with existing theoretical frameworks and previous empirical studies. The segmentation of the 

stock group into five distinct clusters, characterized by unique attributes and spanning various industries such 

as Consumer Defensive, Financial Services, Energy, and Communication Services, highlights the method's 

ability to discern meaningful patterns within financial datasets. This capability to capture industry-specific 

performance metrics aligns with previous research, indicating that K-Means clustering effectively groups 

stocks with similar performance indicators, facilitating more informed investment decisions and contributing 

to portfolio diversification and risk minimization. By identifying distinct clusters, investors can achieve 

balanced portfolios that mitigate exposure to sector-specific risks, showcasing the practical application of  

K-Means clustering in developing diversified stock portfolios. 

The study also confirms the scalability and processing efficiency of K-Means, which is crucial for 

handling extensive financial datasets generated by financial markets. Previous studies have emphasized  

K-Means' efficiency in managing large datasets, and the current research supports these claims, highlighting 

the method's robustness in large-scale financial analysis. Furthermore, the adaptability of K-Means allows it 
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to be used in conjunction with other clustering methods or as a preliminary step in more complex analyses, 

enhancing the overall quality of stock groupings and enabling more refined investment strategies. These 

findings, consistent with existing literature, reinforce the role of K-Means as a foundational tool in financial 

analysis and portfolio management, providing empirical evidence of its utility in segmenting stocks across 

different industries and enhancing the theoretical understanding of clustering in financial contexts. 

 

4. CONCLUSIONS 

The clustering analysis reveals that the shares can be classified into five distinct clusters, namely the 

Consumer Defensive sector, Financial Services sector, Energy sector, Communication Services sector, and 

other sectors. The conclusion of the analysis can assist investors in making informed investment choices and 

gaining a deeper understanding of the dynamics of the stock market.  Investors may utilize strategic methods 

to determine the sector that best aligns with their investment goals, based on the findings of the investigation. 

In order to maximize profitability, it is essential to tailor it based on the unique characteristics of each cluster.  

Given the current situation, applying K-Means Clustering analysis to the LQ45 stock provides valuable 

information about the stock's characteristics and helps make smarter investment decisions in a changing 

market. 
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