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ABSTRACT 

Article History: 
Worldwide air pollution is a concern, and this is especially true in Indonesia, where most 
people breathe air that is more contaminated than recommended by the WHO. The 

concentration of 𝑃𝑀2.5  presents notable health hazards. The respiratory system is the 

primary route of absorption for 𝑃𝑀2.5 , allowing it to enter the lung alveoli and enter the 

bloodstream. Given the significant health risks associated with 𝑃𝑀2.5 exposure, accurate 
forecasting methods are crucial to anticipate and mitigate its effects. Traditional forecasting 

methods like ARIMA have limitations in handling non-linear and complex patterns. 

Therefore, an accurate machine learning method is needed to improve forecasting 

performance. This research employs Deep Bidirectional Long-Short Term Memory 
(BiLSTM), a deep learning model particularly suited for time series forecasting due to its 

ability to capture both past and future dependencies in sequential data. To achieve accurate 

and precise forecasts for predicting 𝑃𝑀2.5 concentration levels in Kemayoran District in 

November 1𝑠𝑡, 2023 (24 hours), this research utilized hourly 𝑃𝑀2.5 concentration data from 

May 1𝑠𝑡 until October 31𝑠𝑡, 2023, using Deep BiLSTM. The outcomes demonstrated the 

efficiency of the model, attaining a Mean Absolute Percentage Error (MAPE) of 17.1540% 
(training) and 14.2862% (testing) with an 80:20 data split. The optimal parameters, which 

comprised 24 timesteps, Adam optimizers with a learning rate of 0.001, 16 batch sizes, 1000 

epochs, and ReLU activation functions across multiple BiLSTM layers, showcased the 

model’s effectiveness in forecasting the 𝑃𝑀2.5 concentration in Kemayoran District, DKI 

Jakarta, on November 1𝑠𝑡, 2023. 
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1. INTRODUCTION 

Air pollution poses a significant issue globally, and Indonesia is not exempt from this concern. The 

origin of particle debris, chemicals, or biological substances that induce discomfort to either [1]. WHO 

estimated that 4 million premature deaths annually result from household air pollution caused by burning 

unclean fuels for cooking and heating, mostly from heart and lung ailments [2]. In Southeast Asia, Indonesia 

records the highest incidence of premature deaths (over 50,000) associated with air pollution. Based on the 

findings of IQAir’s Global Air Quality Report, the air quality in Indonesia is categorized as highly 

unfavorable and falls well below the recommended standards defined by the World Health Organization. 

Residents and the government share a common apprehension regarding the air quality status is the DKI 

Jakarta region. An essential factor to consider is urban pollution, which can be evaluated through the 

measurement of the pollutant, PM2.5 [3]. Particulate Matter (PM2.5) is widely recognized in numerous 

epidemiological and toxicological studies as a particle with the capacity to significantly affect human health. 

The majority of PM2.5 is absorbed through the respiratory system [4]. 

During the transition to the dry season spanning from May to August, DKI Jakarta typically encounters 

a decline in air quality, identifiable through elevated concentrations of PM2.5. This phenomenon is attributed 

to reduced rainfall and sluggish wind speeds, leading to the accumulation and prolonged presence of PM2.5 

in the air. Reduced wind speed induces stagnant air conditions, causing accumulated pollutants to settle in 

the vicinity [5]. The impact of air pollution imposes significant challenges on both the health and economic 

sectors. It leads to a decrease in productive labor, heightened healthcare expenses, hindrance to economic 

growth, diminished country's GDP, and a decline in the overall quality of life for the population [6]. 

Given the substantial impact of air pollution, the government and society must collaborate in mitigating 

air pollution. Despite the documented high levels of air pollution, public awareness remains limited, 

particularly in areas with constraints on direct air quality monitoring. To address this, The Central 

Meteorology, Climatology, and Geophysics Agency (BMKG) in Kemayoran, Central Jakarta, has taken steps 

to enhance awareness. Since 2015, they have installed an Air Quality Monitoring Station (SPKU) equipped 

with the Beta Attenuation Monitor (BAM)-1020 to provide real-time measurements of PM2.5 concentration 

and predictions of future changes in air quality. 

Anticipatory air quality forecasting is crucial for developing proactive approaches to address public 

health and pollution management [7]. Time series forecasting involves predicting future values by examining 

the current and past values within a time series [8]. Recent advancements in deep learning technology have 

led to numerous investigations utilizing these techniques for predicting PM2.5 levels. Traditional methods 

like ARIMA, while effective for linear time series, struggle with non-linear patterns and complex 

relationships inherent in air quality data. Although Long Short Term Memory (LSTM) has been utilized in 

PM2.5 forecasting, it has limitations, it can only store data in the forward direction, restricting the use of 

sequence data in a single direction. To enhance LSTM's capabilities, the architecture can be refined by 

incorporating Bidirectional Long Short-Term Memory (BiLSTM), as bidirectional weight updates contribute 

to improved performance [9]. 

In predicting time series data, the Deep BiLSTM approach proved to be superior in generating precise 

forecasts owing to its capacity to discern intricate patterns and underlying trends within the data. Among the 

various techniques employed in handling Big Data such as LSTM and BiLSTM, Deep BiLSTM stands out 

for its exceptional performance, particularly when dealing with large-scale datasets [10]. The Deep BiLSTM 

approach effectively manages time series data characterized by non-linear patterns and fluctuations [11]. 

Additionally, this approach thoroughly analyzes historical data patterns, enabling the generation of more 

precise predictions.  

This research incorporates the ReLU activation function in the Deep BiLSTM model due to its ability 

to enhance the model’s capacity to learn complex patterns. The ReLU function is chosen for its efficiency in 

training deep networks and improving overall model performance. The study will assess the accuracy of the 

forecasting method by comparing the forecasted PM2.5 concentrations with the measurements obtained by 

BMKG. 
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2. RESEARCH METHODS 

2.1 Description of the Data Collection and Study Area 

The data used in this study is secondary data PM2.5 concentration at the Kemayoran Climatology 

Station acquired from the Central BMKG. The data included in this study is hourly PM2.5 concentration from 

May 1st to October 31st, 2023 with a total data of 4.416 rows of data and 88 rows of missing values 

(0.01992%). 

2.2 Data Imputation 

During the data analysis phase, the observed PM2.5 concentration data, recorded by the BAM-1020 

device at the Central BMKG, Kemayoran, was not consistently documented accurately. There were instances 

when the measuring instrument was inactive, resulting in the inability to record PM2.5 values and leading to 

missing data. In this research, the approach to address missing values involves utilizing the highest 

autocorrelation indicator or autocorrelation coefficient. Correlation coefficients are indicators of the 

relationship between variables, commonly observed in time series datasets [12]. The measure commonly used 

in correlation is the autocorrelation function (ACF).  

ACF or Autocorrelation Function in time series data pertains to the connection between a variable and 

its preceding values, offering assistance in forecasting future values [13]. The application of the ACF 

imputation method has the benefit of utilizing patterns in the relationship between observations at specific 

time intervals to estimate values that are missing. Mathematically, here is the autocorrelation coefficient 

formula. 

ρk =
∑ (Yt − Y̅)n

t=k+1 (Yt−k − Y̅)

∑ (Yt − Y̅)2n
t=1

(1) 

Where, 

ρk : Autocorrelation coefficient at lag k 

Yt : The value at the time t in time series 

Y̅ : The average of all values in the time series 

n : Total number of observations in the time series 

k : Lag (time between two observations being compared, is an integer) 

This formula measures how strong the relationship between the value at the time t and the value at the 

time t − k is, by measuring the covariance between the two observations divided by the overall variance of 

the time series. It helps in utilizing temporal relationships between observations to fill in missing values. 

 

2.3 Forecasting 

Forecasting is the act of attempting to anticipate future occurrences. By examining past conditions, 

forecasting involves predicting events or outcomes that have not occurred yet or are expected to happen in 

the future [14]. Forecasting is categorized into two types: qualitative forecasts and quantitative forecasts, both 

with the goal of providing information for decision-making and enhancing the precision of predictions [15]. 

Qualitative forecasting places greater emphasis on the descriptive or qualitative aspects of forecasting, relying 

on judgments derived from insight, experience, and expert knowledge [16]. Quantitative Forecasts emphasize 

the utilization of numerical and statistical data to enhance predictions regarding future events [17]. 

 

2.4 Long Short Term Memory 

LSTM is a development of RNN that both has recurrent networks and has demonstrated outstanding 

results across a wide range of various learning, especially in sequential data [18]. LSTM was first developed 

by Sepp Hochreiter and Jürgen Schmidhuber in 1977, and it is said that LSTM can overcome the vanishing 



188 Karin, et al.     ENHANCING 𝑃𝑀2.5 PREDICTION IN KEMAYORAN DISTRICT, DKI JAKARTA …  

 

gradient problem [19]. LSTM employs memory cells to remember the historical context, and hidden states 

are utilized for making predictions at particular steps [20]. 

 
Figure 1. Long Short Term Memory Architecture (Source: Colah, 2015) 

 

The depicted LSTM architecture in Figure 1 illustrates the fundamental elements of LSTM, 

comprising the input, output, forget, and cell states. The gate system in LSTM aims to control the value of 

the cell state, which functions as memory in LSTM, by determining which information should be stored, 

used, or forgotten. 

The most essential component in LSTM is the cell state. The cell state is a horizontal line at the top of 

the diagram that serves to connect all outputs in the LSTM layer. Gates serve as decision makers to determine 

which information to stop or pass on and consist of sigmoid neural network layers. The following is the 

expanded sigmoid equation. 

f(x) =
1

(1 + e−x)
(2) 

Where, 

x : The input value 

e : The mathematical constant with a value of 2.718 

The forget gate, operated by a sigmoid layer, determines which information to exclude from the cell, as 

determined by the following formula. 

ft = σ(Wf ∙ [ht−1, xt] + bf) (3) 

Where, 

ft : Forget gate 

σ : Sigmoid function 

Wf : Weight on forget gate 

ht−1 : Hidden state at t − 1 time 

xt : Input vector at t time 

bf : Bias on forget gate 

Next is the input gate layer which contains a sigmoid layer. The input gate determines the value of the 

input to be refreshed in the memory state. Then, the tanh layer will create a candidate with a new value 

represented as Ĉt which can be added to the cell state. The outcomes of both the input gate layer and the tanh 

layer will be merged to revise the cell state. The input gate equation can be seen in the following equation. 

it = σ(Wi ∙ [ht−1, xt] + bi) (4) 

Where, 

it : Input gate 

σ : Sigmoid function 

Wi : Weight on input gate 

ht−1 : Hidden state at t − 1 time 

xt : Input vector at t time 

bi : Bias on input gate 

Then, the calculation for the new candidate will be included in equation 5 as follows. 
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C̃t = tanh(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (5) 

tanh =
ex − e−x

ex + e−x  (6) 

Where,  

C̃t : The new value to be added to the cell state 

tanh : Tanh function 

Wc : Weight on cell state 

ht−1 : Hidden state at t − 1 time 

xt : Input vector at t time 

bc : Bias on cell state 

e : The mathematical constant with a value of 2.718 

In this layer, data processing also occurs where the old cell state (Ct−1) is updated to become the new 

cell state, Ct. Ct is obtained by multiplying the old state by ft, which aims to erase information that has been 

determined by the forget gate layer in the previous step. Then, the value will be added with it ∗ Ct, which is 

the new value and used to update the state. The following is the equation for the cell state to be elaborated. 

Ct = ft ∗ Ct−1 + it ∗ Ĉt (7) 

Where, 

Ct : Cell state 

ft : Forget gate 

Ct−1 : Cell state at t − 1 time 

it : Input gate 

Ĉt : The new value to be added to the cell state 

The output gate is the final gate in LSTM used to determine and control the output. Here is the 

equation for the output gate layer. 

ot = σ(Wo ∙ [ht−1, xt] + bo) (8) 

Where, 

ot : Output gate 

σ : Sigmoid function 

Wo : Weight on output gate 

ht−1 : Hidden state at t − 1 time 

xt : Input vector at t time 

bo : Bias on output gate 

The equation for the output value or final output in order t is elaborated in the equation. 

ht = ot ∗ tanh(Ct) (9) 

Where, 

ht : The output 

ot : Output gate 

tanh : Tanh function 

Ct : Cell state 

However, LSTM has one weakness, which is that it can only store data in the forward direction, so 

sequential data can only be used in one direction. It can be said that this method disregards information from 

the backward direction. The LSTM method can still improve its performance by developing its architecture 

using Bidirectional Long Short-Term Memory (BiLSTM). 

 

2.5  Bidirectional Long Short Term Memory 

Graves and Schmidhuber introduced BiLSTM to address an issue present in both recurrent neural 

networks and the LSTM model [21]. The goal behind this architecture is to increase the memory capacity of 

LSTM by providing context information from the past and the future [22]. 
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Figure 2. Bidirectional Long Short Term Memory Architecture (Source: Cui et al., 2020) 

Based on the structure in Figure 2, BiLSTM is a repeating neural architecture consisting of two LSTM 

parts: one forward and one backward [23]. The forward layer serves to process the previous information, 

while the backward layer serves to process the information afterward. Here is the equation to calculate the 

output value. 

ht
⃗⃗  ⃗ = LSTM(xt, ht−1) (10) 

ht
⃖⃗ ⃗⃗ = LSTM(xt, ht+1) (11) 

yt = Uyht
⃗⃗  ⃗ + Wyht

⃖⃗ ⃗⃗ + by (12) 

Where, 

yt : BiLSTM output gate 

Uy : The weight value for the output gate on ht
⃗⃗  ⃗ 

ht
⃗⃗  ⃗ : The output value in forward LSTM 

Wy : The weight value for the output gate on ht
⃖⃗ ⃗⃗  

ht
⃖⃗ ⃗⃗  : The output value in backward LSTM 

by : The bias value in the output equation of BiLSTM 

The BiLSTM approach has the capacity to retain temporal data in both forward and backward 

directions, offering supplementary training capabilities. Further training and bidirectional feature extraction 

will enhance the performance of BiLSTM [24]. BiLSTM is able to better understand data patterns than LSTM 

models because of the opposing bidirectional hidden layers, and it can be said that BiLSTM outperforms both 

RNNs and LSTMs. The BiLSTM method can be enhanced with a deeper architecture consisting of multiple 

interconnected LSTM layers, known as Deep Bidirectional Long Short-Term Memory. This method allows 

for understanding more complex patterns in time series data, including long-term patterns. 

 

2.6  Deep Bidirectional Long Short Term Memory 

 A unique kind of Recurrent Neural Network (RNN) architecture called Deep Bidirectional LSTM is 

intended to more accurately depict sequences and their long-term dependencies than RNNs [25]. The Deep 

BiLSTM method combines Deep Learning concepts with BiLSTM to model and understand patterns in 

sequential data. Deep Learning involves the use of neural networks with many layers or levels. Therefore, 

Deep BiLSTM uses several layers (deep layers) of BiLSTM that are interconnected [26]. Building BiLSTM 

by connecting the output from the bottom layer to the higher input layer is a way to give complexity or depth 

to the BiLSTM structure [27]. 
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Figure 3. Deep BiLSTM Architecture (Source: Joshi et al., 2022) 

Figure 3 above shows an example of a Deep BiLSTM structure using two layers. In this structure, 

there is a concatenation part that functions to merge information from two directions of LSTM, namely 

forward LSTM and backward LSTM. The concatenation layer combines two hidden state vectors from 

forward and backward LSTM, each of which stores feature representations from the input. By combining 

these two vectors, the model can create more informative feature representations. In the Deep BiLSTM 

method, the process is the same as the BiLSTM method, with the processing formula as follows. 

yt
(1)

= Uy
(1)

ht
⃗⃗  ⃗ + Wy

(1)
ht
⃖⃗ ⃗⃗ + by

(1)
 (13) 

yt
(2)

= Uy
(2)

yt
(1)⃗⃗ ⃗⃗ ⃗⃗  ⃗

+ Wy
(2)

yt
(1)⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗

+ by
(2) (14) 

Where, 

yt
(1)

  : The output prediction from the first layer at the time t 

yt
(2)

  : The output prediction from the second layer at the time t 

ht
⃗⃗  ⃗  : The output value in forward LSTM 

ht
⃖⃗ ⃗⃗   : The output value in backward LSTM 

Uy
(1)

and Wy
(1)

 : The weight values for the first output layer on ht
⃗⃗  ⃗ and ht

⃖⃗ ⃗⃗  

Uy
(2)

and Wy
(2)

 : The weight values for the second output layer on yt
(1)⃗⃗ ⃗⃗ ⃗⃗  ⃗

 and yt
(1)⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗

 

by
(1)

and by
(2)

 : The bias values for the first and second output layers 

The BiLSTM and Deep BiLSTM methods have a basic equation in the basic steps of LSTM, but the 

difference lies in the depth (number of layers) and the direction of sequential processing. Therefore, the steps 

of Deep BiLSTM will be the same as the BiLSTM steps only differ in the number of LSTM layers. There is 

no definite number of layers that make a neural network a Deep BiLSTM, because "deep" in deep learning 

contexts tends to be relative and depends on the task and complexity of the data at hand. However, in general, 

if you have two or more layers of LSTM in a network, it can be said to be a deep network. 

In forecasting using the Deep BiLSTM method, one commonly used measure to evaluate the 

forecasting error is MAPE (Mean Absolute Percentage Error). MAPE represents the average absolute 

difference between predicted values and actual values, expressed as a percentage of the actual values [28]. 

The lower the MAPE value, the better the forecasting model's performance is considered to be. Below is the 

range of MAPE values that can be used to assess the effectiveness of a forecasting model. 
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Table 1. MAPE Value Range 

MAPE Range Meaning 

< 10% The forecasting model performance is very good 

10 - 20% The forecasting model performance is good 

20 -50% The forecasting model performance is fair 

> 50% The forecasting model performance is bad 

2.7  Analytical Workflow 

 Overall, in this study, the forecasting analysis of PM2.5 concentration in Kemayoran District, DKI 

Jakarta consists of 4 steps that can be summarized as follows: 

1) Preprocessing and exploration of the data. This includes the examination of missing data, necessary 

imputation processes, exploration to find out descriptions of data characteristics, identifying data 

patterns by looking at data visualization plots, and scaling data. 

2) Before the formation of architecture with Deep BiLSTM, research data was initially separated into 

two segments: training data and testing data. 

3) Then, the Deep BiLSTM algorithm will be performed on the data. To optimize the model, several 

hyperparameters are considered: timesteps, optimizer, learning rate, batch size, n_BiLSTM layer, 

n_neuron, and n_epoch.  

4) The evaluation process should involve evaluating the performance of the algorithm used, using the 

MAPE methods in this study.  

 

3. RESULTS AND DISCUSSION 

The analysis of PM2.5 concentration forecasting in Kemayoran District, DKI Jakarta was performed 

using the open-source software, RStudio, and Google Colaboratory. The PM2.5 concentration data in 

Kemayoran District from May 1st until October 31st, 2023 has a minimum value of 7.5 πg/m3 and a 

maximum value of 164.6 πg/m3, indicating a significant variation in PM2.5 concentration in Kemayoran 

District. The PM2.5 concentration data also has a standard deviation of 20.563, which is smaller than the 

average value of 50.1619 πg/m3. Furthermore, based on the average PM2.5 concentration obtained, the 

average concentration falls within the 15.6 - 55.4 πg/m3 category, with some even falling into the 150.5 – 

250.4 πg/m3 category.  

The optimal model was selected according to the Mean Absolute Percentage Error (MAPE). A 

forecasting model’s ability is deemed to be good if its MAPE value is low. The selected model will predict 

the PM2.5 concentration in Kemayoran District, DKI Jakarta for the next 1 day or 24 hours. 

 

3.1 Data Preprocessing and Data Exploration 

The first step in preprocessing and exploration of PM2.5 concentration data in Kemayoran District is to 

check the missing value. PM2.5 concentration dataset is checked by using the 'is.na()' function to determine 

whether each entry in the dataset column is PM2.5 is missing data (NA). Then, the 'sum()' function is used to 

calculate the amount of missing data. 

To handle the data value of PM2.5 concentration per hour in Kemayoran District that is missing will be 

imputed using the autocorrelation coefficient. In this study, the first step in the imputation process is to use 

the ACF function in RStudio software to calculate the autocorrelation coefficient between the current value 

and the value in the previous period. Then identify the highest value of the autocorrelation coefficient and 

use that value to fill in the missing values. 
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Data exploration aims to understand the information and identify the characteristics of the data 

collected during the hourly observation period of 4.416 datasets. Data exploration in this study uses 

descriptive analysis to describe the characteristics of PM2.5 concentration data, in Kemayoran District. 

The last stage of data preprocessing is scaling data using the z-score technique or commonly known as 

the normalization of PM2.5 concentration data in Kemayoran District. Data normalization aims to transform 

data or research values into a uniform range without causing differences that could distort the data range. 

This is done to ensure that scale differences in the PM2.5 concentration data are not too large.  

In the z-score equation, the mean is used to measure the center of the data distribution and the standard 

deviation is used to normalize the deviation of data values from the mean. By using the mean and standard 

deviation, the z-score transforms data values into a form that indicates how far each value deviates from the 

mean in terms of standard deviations, allowing for easier and more consistent comparison across the dataset. 

This study’s data scaling procedure was completed using Python notebooks through the Google Colaboratory 

website.  

 

3.2 Data Training and Data Testing 

Before the formation of architecture with Deep BiLSTM, research data was initially partitioned into 

two sections: training data and testing data. Proportion of PM2.5 concentration data in Kemayoran District 

was determined by trial and error based on the smallest MAPE value. In this study, training data was used 

for the formation of Deep BiLSTM architecture, and test data was used for architecture evaluation. Here is a 

table of the proportions of data division to be used in the study. 

Table 2. Proportion Data 

Training Data Testing Data 

70% 30% 

80% 20% 

90% 10% 

 

3.3 Parameter Determination 

The initial step in the formation of the Deep BiLSTM forecasting model is parameter initialization. 

The identification of parameters to be utilized for determining the optimal model architecture is presented in 

the following table. 

Table 3. Parameter Range Configuration 

Parameter Range 

Timesteps 24 

Optimizer Adam 

Learning Rate 0.001 

Batch Size 16 

Number of BiLSTM Layer 2 

Number of Neurons 
Layer 1: 16 

Layer 2: 16 

Epoch 1000 

Since this study uses hourly PM2.5 concentration data, the timesteps used are 24 timesteps, covering 

the last several hours. Adam is often chosen as an optimization method due to its advantages in maintaining 

the learning rate for each weight, calculating the exponentially moving average of the gradients, and its 

relatively small memory requirement. Therefore, this study will use the Adam optimizer. 

Simply put, the learning rate controls how fast or slow the model learns from the data during training. 

A learning rate that is too high (close to 1) may prevent the model from finding the minimum error, while a 

learning rate that is too low (close to 0) will require a significant amount of computation time.  
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Determining the number of epochs is also done through trial and error, as there are no specific 

guidelines for choosing the number of epochs. A smaller number of epochs will require less computation 

time or be faster, while a larger number of epochs will require more computation time or be longer. 

 

3.4 Deep BiLSTM Model Performance Result 

Once the training process has been done, the architecture must be evaluated using data testing to 

measure the accuracy of Deep BiLSTM architecture can predict data. The evaluation in this study used Mean 

Absolute Percentage Error (MAPE). Based on the research design, the research data was separated into two 

sets of data: testing and training sets. Models are developed or trained using data training and tested using 

data testing. 

After the results of tests that have been carried out by applying the same parameter constraints to each 

proportion of data, the Deep BiLSTM model architecture with the smallest MAPE evaluation value will be 

chosen to be the best Deep BiLSTM architecture for PM2.5 concentration data in Kemayoran District.  

Table 4. Results of Deep BiLSTM Model Architecture Testing Evaluation 

Data Split 

Ratio 

MAPE 

Training Testing 

70:30 17.7306% 15.0097% 

80:20 17.1540% 14.2862% 

90:10 17.4509% 15.3671% 

Based on Table 4, it is found that the proportion data of 80:20 is the best Deep BiLSTM model 

architecture for PM2.5 concentration data in Kemayoran District because it gets the smallest MAPE value of 

14.2862%. Before forecasting PM2.5 concentration data in the future, this study also carried out forecasting 

using test data. The results of forecasting the best Deep BiLSTM model architecture against the test data are 

shown in Figure 4 below.  

 
Figure 4. Testing Data Graphs and Testing Data Forecasting Results 
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Figure 4 shows that the forecasting generated by Deep BiLSTM architecture has quite good results 

and successfully follows the pattern from the test data. This is in accordance with the evaluation of the MAPE 

value where if the MAPE value is less than 15% means that the model has good forecasting capabilities. 

 

3.5 𝐏𝐌𝟐.𝟓 Concentration Prediction Result 

After the best Deep BiLSTM model architecture goes through the training process and gets a MAPE 

evaluation value of 14.2862%, then PM2.5 concentration data in Kemayoran District forecasting will be 

carried out for the next 1 day or 24 hours on November 1st, 2023 which is shown in Table 5. 

Table 5. Forecasting Result 

No. Date and Time Forecast No. Date and Time Forecast 

1 01-11-2023 00:00 60.0543 13 01-11-2023 12:00 46.8361 

2 01-11-2023 01:00 59.3963 14 01-11-2023 13:00 46.8380 

3 01-11-2023 02:00 58.7562 15 01-11-2023 14:00 47.0441 

4 01-11-2023 03:00 58.0228 16 01-11-2023 15:00 47.3747 

5 01-11-2023 04:00 57.0769 17 01-11-2023 16:00 47.7674 

6 01-11-2023 05:00 55.7704 18 01-11-2023 17:00 48.1673 

7 01-11-2023 06:00 53.9688 19 01-11-2023 18:00 48.5513 

8 01-11-2023 07:00 51.9784 20 01-11-2023 19:00 48.9081 

9 01-11-2023 08:00 50.2069 21 01-11-2023 20:00 49.2128 

10 01-11-2023 09:00 48.7937 22 01-11-2023 21:00 49.4468 

11 01-11-2023 10:00 47.7565 23 01-11-2023 22:00 49.6039 

12 01-11-2023 11:00 47.1293 24 01-11-2023 23:00 49.6866 

Based on Table 5, it can be expected that the range of PM2.5 concentration in Kemayoran District, 

Jakarta on November 1st, 2023 is 40-60 πg/m3. The PM2.5 concentration level is expected to reach its highest 

point at midnight on November 1st, 2023 which is 60.0543 πg/m3. After that, the concentration PM2.5 is 

expected to decrease gradually until it reaches a low value at noon of 46.8361 πg/m3. 

 
Figure 5. Graph of 𝐏𝐌𝟐.𝟓 Hourly Forecasting Result on November 𝟏𝐬𝐭, 2023 



196 Karin, et al.     ENHANCING 𝑃𝑀2.5 PREDICTION IN KEMAYORAN DISTRICT, DKI JAKARTA …  

 

Based on Figure 5, it can be concluded that the forecasted 𝐏𝐌𝟐.𝟓 concentration level in Kemayoran 

District, Jakarta decreased in the morning and increased again at night due to changes in the earth's 

temperature. Due to the sun's absence during the night, cold air descends toward the earth. 

 
Figure 6. Actual Data Graphs and Forecasting Results 

The PM2.5 concentration level in  Kemayoran District, Jakarta from Figure 6 explains a fluctuation 

from May 1st to November 1st, 2023. These fluctuations can be caused by several factors, including human 

activities, weather conditions, and natural activities. In general, the PM2.5 concentration level in Kemayoran 

District, Jakarta in that date range is beyond the standard set by the World Health Organization (WHO), 

which is 25 μg/m3. This proves that the air quality in Kemayoran District from May 1st to November 1st, 

2023 can be said to be unhealthy and can have a negative impact on public health.  

PM2.5 concentrations forecasting using the Deep BiLSTM method can provide information and good 

forecasting. With extensive historical data, the presence of extreme values, and non-linear patterns in the 

research data, this method offers valuable information and effective PM2.5 concentration forecasting. The 

ratio of training and testing data in this study significantly affects the MAPE outcomes. PM2.5 concentration 

levels are also affected by rainfall and wind speed as both factors have a direct impact on the dispersion and 

control of PM2.5 particles in the air. It can be concluded that fluctuations in PM2.5 concentration levels can 

be influenced by seasonal factors, wind effects, and even human activities. PM2.5 concentrations forecasting 

is important in air quality control so efficient and accurate forecasting is essential for air pollution control. 

The Deep BiLSTM forecasting method is one approach that is closely related to deep learning. 

Forecasting using Deep BiLSTM can understand complex temporal relationships in time series data, 

processing information from the past and future simultaneously. This ability makes it particularly suitable for 

forecasting PM2.5 concentration data. 

Based on a study using Deep BiLSTM to predict a remaining useful life (RUL) through dropout 

technology and a piecewise learning rate, the results showed that Deep BiLSTM produced more accurate 

predictions compared to the support vector machine (SVM), the traditional recurrent neural network (RNN), 

and BiLSTM. 

The Deep BiLSTM method thus becomes a powerful tool for forecasting PM2.5 concentrations, aiding 

better decision-making in efforts to manage and reduce the impact of air pollution. Therefore, this method is 

also recommended for forecasting daily, weekly, monthly, and so on. 
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4. CONCLUSION 

From the analysis that has been done, the lowest MAPE value is found in the 80:20 data proportion 

with a testing MAPE of 14.2862%. Based on the MAPE criteria, the forecasting model with a proportion of 

80:20 can be considered good forecasting. With the optimal parameter combination for PM2.5 concentration 

consisting of 24 timesteps, Adam optimizer, 0.001 learning rate, 16 batch sizes, Relu activation function, 

1000 epochs, and 2 BiLSTM layers comprising 16 neurons in the first layer and another 16 neurons in the 

second layer. The evaluation result of the best-performing architecture of the Deep BiLSTM forecasting 

model obtained MAPE evaluation metrics 17.1540% of the training data and 14.2862% of the validation data, 

indicating that the model has good forecasting capability. The forecasted concentration of PM2.5 in 

Kemayoran District, DKI Jakarta on November 1st, 2023, ranges from 40 to 60 πg/m3, with an average of 

56.37 πg/m3. The PM2.5 concentration is estimated to reach its peak at midnight, reaching 60.0543 πg/m3. 

Subsequently, the PM2.5 concentration is expected to gradually decrease until reaching a low value at noon, 

amounting to 46.8361 πg/m3. 
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