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ABSTRACT 

Article History: 
This article discusses the solution of the 2-dimensional stock cutting problem using the 

Branch and Bound modified pattern generation method. The pattern generation method will 

produce a feasible cutting pattern matrix which is then converted into a mathematical model 

with a linear program equation with an objective function to minimize the use of initial stock 
materials. The research is a case study located at the Handal Karya Buana Store which is 

engaged in cutting glass of different sizes, thicknesses and types of glass. In this case, 3 

types of initial stock will be used with the same thickness, and type but have different area 

sizes, and one of the consumer demand data will be used, namely 3 types of requests with 
different sizes and many requests. By using the pattern generator method, 10 cutting 

patterns are generated with each different cutting residue. By using the simplex method, the 

optimal solution is obtained for the amount of initial stock needed, the pattern used and the 

remaining cuts produced. So using the pattern generator method can produce a feasible 
cutting pattern, and can be used as an alternative to solve the stock cutting problem. 
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1. INTRODUCTION 

One of the most common problems in industries such as steel plate, glass, wood board, cardboard, and 

paper is the problem of cutting 2-dimensional or rectangular stock. In the 2-dimensional stock cutting 

problem, the initial stock will be cut into smaller rectangular pieces of a certain size called units. The initial 

stock must be optimally cut to be able to meet the many requests for each unit, so planning is needed in 

determining the right stock cutting pattern so as to minimize the use of stock or minimize the remaining stock 

cuts. 

According to Gilmore and Gomory (1961) [1], the stock cutting problem is the problem of fulfilling 

demand by minimizing the expenditure for a given amount of material width to be cut and of a given stock 

length and at a given cost. When the stock-cutting problem is expressed in integer programming form, the 

many variables involved generally make computation difficult. The same difficulty also occurs when only 

approximate solutions are sought with linear programs, so Gilmore and Gomory introduced one of the 

solution methods for this stock cutting problem, namely the column generation method [1].   

Heassler and Sweeney [2] introduced the types of dimensions in the stock cutting problem including 

1-dimensional, 1.5-dimensional, rectangular or 2-dimensional. Heassler and Sweeney discussed some basic 

formulation problems and solution procedures for solving stock cutting problems namely, linear 

programming, sequential heuristics, and hybrid solution procedures. As for 2-dimensional stocks, Heassler 

and Sweeney recommend taking an approach to solving large problems with constraints on how many ordered 

sizes can appear in a pattern. 

Octarina et al. [3] implemented a pattern generation algorithm to formulate the Gilmore and Gomory 

model of two-dimensional CSP. The constraints of the Gilmore and Gomory model were performed to ensure 

that the strips cut in the first stage will be used in the second stage. Branch and Cut method was used to obtain 

the optimal solution. 

Discussions on 2-dimensional stock cutting have been conducted by several researchers. Slimi and 

Abbas [4] discussed solving the 2-dimensional stock cutting problem with the dual objective of minimizing 

the remaining cuts and the amount of stock used. The discussion is about cutting a number of rectangular 

pieces from a set of identical new material plates. Slimi and Abbas minimize the residual cutting stock and 

manage the amount of stock usage required. The technique consists of two stages, the first one generates all 

possible cutting patterns and the second one allows to create of a cutting plan, meeting the demand. 

Erdem and Kasimbeyli [5] apply a two-step mathematical programming-based heuristic solution 

approach to the two-dimensional guillotine cutting stock problem. In the first step, all products that need to 

be cut from the stock are considered without regard to placement constraints. In the second step, a 

mathematical model is constructed to generate cutting patterns for the demand list produced in the first step, 

using the appropriate stock material, while taking length and width constraints, as well as other relevant 

assumptions, into account. In addition, Octarina et al. [6] solved a 2-dimensional stock cutting problem with 

a pattern generation method, which was then transformed into the form of Gilmore and Gomory models. 

Furthermore, Dodge et al. [7] solved the 2-dimensional stock cutting problem with a DNA algorithm. 

Atika et al. [8] addressed the 3-dimensional stock cutting problem of a large block being cut into 

smaller blocks, each with a certain size and number of requests. Their research aims to modify the pattern 

generation algorithm so that it can be used in 3-dimensional problems and can find a cutting pattern with the 

minimum remaining cuts. The blocks will be cut based on length, width, and height, then the remaining cuts 

will be re-cut if possible to fulfill other request sizes. In addition, Atika et al also considered the use of 

orthogonal cutting or cutting by rotating a certain number of degrees so that the cutting dimensions would 

have six permutations.  

Caricato and Grieco [9] also conducted research on the application of stock cutting problems to 

production planning in film packaging. Production planning problems that are often discussed include 

contrasting goals and strategies between customers and production optimization.  Then, Rahman et al. [10]  

conducted research on the solution to the 2-dimensional stock cutting problem using the column generation 

method approximated by dynamic programming. 

Rodrigo et al. [11] conducted another research on 1-dimensional stock using the help of the phyton 

program and the cartesian coordinate system. Furthermore, Bangun et al. [6] conducted research on the 

implementation of the stock cutting problem with the Branch and Cut method on the 2-dimensional stock 
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with the N-sheet model. Based on the results of his research, the N-sheet model ensures the possibility of trim 

loss is minimized to meet demand. 

Lomate et al. [12] discussed the stock cutting problem which is decomposed into two parts, namely 

pattern generation and optimization. Pattern generation is done by greedy optimization and optimization is 

done by integer programming. The stock dimensions used are 1-dimensional stock and 2-dimensional stock. 

And Alten et al. [13], conducted case study research using 3-dimensional stock in the case of mattress 

production using the column generation method. 

In this article, researchers discuss solving the 2-dimensional stock cutting problem using the pattern 

generation method and its application to the real world, namely in the glass field. The data source is obtained 

from Handal Karya Buana glass shop located in Pekanbaru. Then the data is solved by the simplex method 

using the help of Microsoft Excel's Solver Table software. 

2. RESEARCH METHODS 

2.1 Linear Programming 

Hillier and Leiberman [14] state that linear programming uses a mathematical model to describe the 

problem under discussion. The word linear means that all mathematical functions expressed in this model are 

linear functions. Then, the word programming means planning.  

Thus, linear programming is a plan that uses linear functions to get optimal results. Linear 

programming aims to obtain demand-based desires such as maximizing profits or minimizing production 

costs from a problem. The problems that use linear programming are economic, industrial, social, military, 

and others. 

Before using linear programming, here are some basic components that form the mathematical model 

of linear equations [15]: 

a. Desicion variables 

In making a mathematical model, it is necessary to first define the decision variables that are 

relevant to the elements of the problem. 

b. Objective function 

In linear programming problems, decision-making on maximization (generally profit) or 

minimization (generally cost) of decision variables is referred to as an objective function. 

c. Constraints 

Constraint function is a function as a condition of constraints that must be met or become a 

standard for solving mathematical models. 

d. Sign restrictions 

To complete the general form of linear programming, a sign restriction is required for each 

decision variable. If the decision variable is assumed to be non-negative then 𝑥𝑖  ≥  0, if it is 

negative then 𝑥𝑖  <  0. If the variable 𝑥𝑖 is assumed to be positive or negative (or equal to 0), then 

𝑥𝑖 is called unconstrained by the sign. 

Then form a mathematical model by determining the objective function and some constraints of the 

problem. The general form of the linear programming model [14] is as follows: 

                                          𝑚𝑎𝑥  𝑧 =  𝑐1𝑥1  +  𝑐2𝑥2  +  ⋯ +  𝑐𝑛𝑥𝑛,                     (1) 
constrains 

𝑎11𝑥1   +   𝑎12𝑥2   +  ⋯  + 𝑎1𝑛𝑥𝑛 ≤ 𝑏1,  
𝑎21𝑥2  +   𝑎22𝑥2   +  ⋯  + 𝑎2𝑛𝑥𝑛 ≤ 𝑏2, 

                                     ⋮               ⋮       ⋮   ⋮ 
𝑎𝑚1𝑥𝑚 + 𝑎𝑚2𝑥𝑚 + ⋯ + 𝑎𝑚𝑛𝑥𝑛 ≤ 𝑏𝑚,                                                       (2) 

and 

𝑥1 ≥ 0, 𝑥2 ≥ 0, … , 𝑥𝑛 ≥ 0.                                                                    (3) 
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Descriptions: 

𝑧    : objective function (total optimized function value), 

𝑥𝑗    ∶ decision variable 𝑗𝑡ℎ (𝑗 = 1, 2, … , 𝑛),  

𝑐𝑗   : decision variable coefficient 𝑗𝑡ℎ ,  

𝑏𝑖    : constraint function value 𝑖𝑡ℎ (𝑖 = 1, 2, … , 𝑚) ,  

𝑎𝑖,𝑗  : the coefficient of the 𝑗𝑡ℎ decision variable of the 𝑖𝑡ℎ constraint function. 

Equation (1) can be referred to as the objective function to maximize. Equation (2) is called the 

constraint function. Similarly, Equation (3) is called a non-negative constraint function. 

The stages in solving linear programming optimization include determining the decision variables, then 

forming the objective function and formulating the constraints and solving the problem using the graph 

approach method or the simplex method. The graph method is used to solve linear programming problems if 

the variables in the problem are no more than two variables. In comparison, programming problems with 

more than two variables are solved by the simplex method. 

2.2 Simplex Method 

George Dantzig developed an efficient method for solving linear programming problems, namely the 

simplex algorithm [15]. The development of this algorithm has been widely used to solve problems in diverse 

industries. Industrial problems such as banking, education, forestry, petroleum, and transportation. 

The simplex method is a method with basic concepts of geometry using algebraic procedures [14]. 

Understanding geometry concepts can help in operating the simplex method. Here are some terms in the 

simplex method that need to be known: 

a. Optimum solution 

An ptimum solution is a feasible solution that optimizes a linear programming problem. 

b. Feasible regions 

The feasible region is the set of numbers that contain feasible solutions. 

c. Iteration 

Iteration is a calculation stage in the form of a table with the value of the next table depending on 

the value of the previous table. 

d. Basis variable vector 

The basis variable vector is a column vector or matrix of size 𝑚 ×  1 that has a non-zero value in 

any iteration table. 

𝑥𝐵𝑉 = [𝑥𝐵𝑉1
 𝑥𝐵𝑉2

 ⋮  𝑥𝐵𝑉𝑚
  ] 

e. Nonbasis variable vector 

The nonbasis variable vector is a column vector or matrix of size (𝑛 − 𝑚)  ×  1 that is zero at any 

iteration table. 

𝑥𝑁𝐵𝑉 = [𝑥𝑁𝐵𝑉1
 𝑥𝑁𝐵𝑉2

 ⋮  𝑥𝑁𝐵𝑉(𝑛−𝑚)
  ] 

f. Basis variable coefficient 

The coefficient of the basis variable is the objective function coefficient for the basis variable in 

the form of a 1 ×  𝑚 matrix. 

𝑐𝐵𝑉 = [𝑐𝐵𝑉1
 𝑐𝐵𝑉2

 ⋯ 𝑐𝐵𝑉𝑚
  ] 

g. Nonbasis variable coefficients 

The nonbasis variable coefficient is the objective function coefficient for the base variable in the 

form of a 1 × (𝑛 − 𝑚) matrix. 
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𝑐𝑁𝐵𝑉 = [𝑐𝑁𝐵𝑉1
 𝑐𝑁𝐵𝑉2

 ⋯ 𝑐𝑁𝐵𝑉(𝑛−𝑚)
  ]. 

h. Slack variable 

The slack variable is a variable added to the constraint function in the mathematical model to 

convert the inequality (≤) into an equation (=). 

i. Surplus variable 

Surplus variables are variables added to the constraint function in the mathematical model to 

convert inequality (≥) into an equation (=). 

j. Artificial variable 

Artificial variables are variables that are added to the constraint function because the constraint 

function does not contain base variables. 

k. Entry and exit variables 

The entry variable is the variable chosen to be the base variable in the next iteration. While the 

out variable is a variable that replaces the incoming variable in the next iteration. 

l. Pivot column 

The pivot column is the column that contains the entry variable. 

m. Pivot row 

The pivot row is the row that contains the outgoing variable. 

The first step in solving the simplex method is to convert the linear programming problem into standard 

form. This linear program problem can be converted into an equivalent problem with all of its constraints in 

the form of equations and all variables are non-negative [16]. Several things that need to be considered in the 

simplex method, namely as follows: 

a. The constraint function with inequality sign (≤) in general form is converted into equation (=) 

then added slack variables, 

b. The constraint function with inequality sign (≥) in general form is converted into equation (=) 

and then subtracted from the surplus variable, 

c. The constraint function with equality sign (=) in the general form are added artificial variables. 

The general form of linear programming in Equation (1) - Equation (3), is converted into the standard 

form of the simplex method: 

𝑚𝑎𝑥  𝑧 =  𝑐1𝑥1  +  𝑐2𝑥2  +  ⋯ + 𝑐𝑛𝑥𝑛 , 

constraints 

𝑎11𝑥1   +   𝑎12𝑥2   +  ⋯  + 𝑎1𝑛𝑥𝑛 + 𝑠1                 = 𝑏1,  

𝑎21𝑥2  +   𝑎22𝑥2   +  ⋯  + 𝑎2𝑛𝑥𝑛 + 𝑠2                  = 𝑏2,  

                                                    ⋮                                 =  ⋮ 

  𝑎𝑚1𝑥𝑚 + 𝑎𝑚2𝑥𝑚 +  ⋯ + 𝑎𝑚𝑛𝑥𝑛 + 𝑠𝑚               = 𝑏𝑚 , 

and 

𝑥1, 𝑥2, … , 𝑥𝑛, 𝑠1, 𝑠2, … , 𝑠𝑚 ≥ 0.  

Descriptions: 

𝑧    : =  objective function (optimized function value), 

𝑥𝑗    : =  decision variable 𝑗𝑡ℎ,  

𝑐𝑗   : =  decision variable coefficient of the objective function 𝑗𝑡ℎ,  

𝑏𝑖    : =  constraint function value 𝑖𝑡ℎ,  
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𝑎𝑖,𝑗  : =  decision variable coefficient 𝑗𝑡ℎ of constraint function 𝑖𝑡ℎ,  

𝑠𝑖   : = slack variable in constraint 𝑖𝑡ℎ. 

 

The standard form of the simplex method above can be simplified into matrix form as follows [17]: 

𝑚𝑎𝑥                ∑ 𝑐𝑗𝑥𝑗

𝑛

𝑗=1

, 

𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡    ∑ 𝑎𝑖𝑗𝑥𝑗  

𝑛

𝑗=1

= 𝑏𝑖 ,    𝑖 = 1, 2, … , 𝑚, 

𝑥𝑗  ≥ 0,     𝑗 = 1,2, … , 𝑛. 

Then denote the row vectors (𝑐1, 𝑐2, … , 𝑐𝑛) as 𝑐, and the column vectors 𝑥 and 𝑏 also the matrix 𝐴 is 𝑚 ×  𝑛. 

𝑥 =   [𝑥1 𝑥2   ⋮  𝑥𝑛   ],    𝑏 =  [𝑏1 𝑏2   ⋮  𝑏𝑛  ],    𝐴 =  [𝑎11 𝑎12 𝑎21 𝑎22   ⋯ ⋯  𝑎1𝑚 𝑎2𝑚   ⋮      ⋮  ⋱ ⋮
 𝑎𝑛1 𝑎𝑛2   ⋯ 𝑎𝑛𝑚 ]. 

Furthermore, it can be rewritten in matrix form. The linear programming matrix notation is as follows  [17]:  

𝑚𝑎𝑥               𝑐𝑥, 

𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡   𝐴𝑥 = 𝑏,  

        𝑥  ≥ 0.                                                                        (4) 

Suppose matrix 𝐴 is expressed as 𝐴 =  [𝐷    𝐵] where 𝐷 is an 𝑚 ×  (𝑛 − 𝑚) submatrix of 𝐴 containing 

the coefficients of the nonbasis variables, 

𝐷 =  [𝑎11 𝑎12 𝑎21 𝑎22   ⋯ ⋯  𝑎1(𝑛−𝑚) 𝑎2(𝑛−𝑚)   ⋮      ⋮    ⋮  𝑎𝑚1 𝑎𝑚2   ⋯ 𝑎𝑚(𝑛−𝑚) ] , 

while 𝐵 is an 𝑚 × 𝑚 submatrix of 𝐴 that contains the coefficients of the base and linear base variables, 

𝐵 =  [𝑎1(𝑛−𝑚+1) 𝑎1(𝑛−𝑚+2) 𝑎2(𝑛−𝑚+1) 𝑎2(𝑛−𝑚+2)   ⋯ ⋯  𝑎1𝑛 𝑎2𝑛   ⋮      ⋮    

⋮  𝑎𝑚(𝑛−𝑚+1) 𝑎𝑚(𝑛−𝑚+2)   ⋯ 𝑎𝑚𝑛 ] , 

Since 𝐵 is a singular matrix, 𝐵 has an inverse which can be formalized as follows: 

𝐵𝑥𝐵𝑉 = 𝑏, 

suppose 𝑥𝐵𝑉 is a vector of basis variables 𝑥𝐵𝑉 = [𝑥𝐵𝑉1 𝑥𝐵𝑉2   ⋯ 𝑥𝐵𝑉𝑚 ]𝑇 so that  

𝑥𝐵𝑉 = 𝐵−1𝑏.                                                                                   (5) 

Then the variable 𝑥 in Equation (4) which is an 𝑛 ×  1 matrix consisting of the first 𝑚 components is the 

basis variable 𝑥𝐵𝑉 and the remaining nonbasis variable 𝑥𝑁𝐵𝑉  is 0. 𝑥 can be expressed as 𝑥 =  [𝑥𝐵𝑉    0]𝑇, so 

𝑥 is the solution to the constraint function 𝐴𝑥 =  𝑏. Furthermore, the value of 𝑧 can be calculated using: 

𝑧 = 𝑐𝐵𝑉𝑥𝐵𝑉 = 𝑐𝐵𝑉𝐵−1𝑏,                                                                        (6) 

where 𝑐𝐵𝑉 is the objective function coefficient and corresponds to the basis variable 𝑥𝐵𝑉 [16]. 

Suppose the standard form has a constraint function of 𝑚 equations with 𝑛 decision variables (𝑚 ≤
 𝑛) containing nonnegative variables so that there are 𝑛 − 𝑚 nonbasis variables. If the base variable of a base 

solution is zero then the base solution is called a degenerate base solution. A vector 𝑥 that satisfies 𝐴𝑥 =  𝑏 

is said to be a feasible solution when 𝑥 ≥  0. 

The basis solution in the simplex method replaces the extreme points on the feasible region graph so 

that the maximum number of iterations of the simplex method is equal to the maximum number of basis 

solutions in standard form. Therefore the number of iterations in the simplex method is no more than [16]. 

∁𝑚
𝑛 =  

𝑛!

𝑚! (𝑛 − 𝑚)!
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The stages of solving linear programming problems for minimization using the simplex method with 

tables [15] are: 

a. Change the form of linear equations in standard form 

Form the mathematical model for the minimization problem as follows:  

    𝑧 = 𝑐1𝑥1 + 𝑐2𝑥2 + ⋯ + 𝑐𝑛𝑥𝑛 ,                                                               (7) 

constraint 

𝑎11𝑥1 + 𝑎12𝑥2 + ⋯ + 𝑎1𝑛𝑥𝑛 + 𝑠1     = 𝑏1,  

𝑎21𝑥1 + 𝑎22𝑥2 + ⋯ + 𝑎1𝑛𝑥𝑛   + 𝑠2   = 𝑏2,  

      ⋮       = ⋮  

𝑎𝑚1𝑥1 + 𝑎𝑚2𝑥2  + ⋯ + 𝑎𝑚𝑛𝑥𝑛      + 𝑠𝑚 = 𝑏𝑚 , (8) 

𝑥𝑗 , 𝑠𝑖 ≥ 0,       𝑓𝑜𝑟    𝑖 = 1, 2, … , 𝑚,    𝑗 = 1,2, … , 𝑛.                                        (9) 

b. Determining the base feasible solution and forming the initial simplex table 

Slack variables can be used as base variables for constraints if the right-hand side of the constraint 

has a nonnegative value [16]. Equation (7), Equation (8), and Equation (9) can be transformed 

into the form of a simplex table, as follows: 
Table 1. Simplex Table 

Row Basis 𝑧 𝑥1 ⋯ 𝑥𝑛 𝑠1 ⋯ 𝑠𝑚 RHS Ratio 

0 𝑧 0 −𝑐1 ⋯ −𝑐𝑛 0 ⋯ 0 𝑧 - 

1 𝑠1 0 𝑎11 ⋯ 𝑎1𝑛 1 ⋯ 0 𝑏1 𝑅1 

2 𝑠2 0 𝑎21 ⋯ 𝑎2𝑛 0 ⋯ 0 𝑏2 𝑅2 

⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ 

𝑚 𝑠𝑚 0 𝑎𝑚1 ⋯ 𝑎𝑚𝑛 0 ⋯ 1 𝑏𝑚 𝑅𝑚 

 

In Table 1, Row 0 shows the objective function. Rows 1, 2, . . . , 𝑚 denotes the constraint function. 

Column RHS represents the value of the right-hand side (𝑏𝑖) on the constraint function. The Ratio 

column is a ratio test of the right-hand side values with certain variable coefficients. 

c. Perform optimization test to determine the pivot column 

Check the presence of positive elements in Row 0. If all nonbasis variables have negative 

coefficients, then the base feasible solution is optimal. Otherwise, if there is a nonnegative 

coefficient in Row 0, select the nonbasis variable with the largest coefficient value in Row 0 

(select any if there is more than one). Then, the nonbasis variable is swapped to the base variable 

or called the entry variable. 

d. Determining the pivot row  

Check the presence of positive elements in the pivot column below Row 0. If all coefficients are 

already negative in the pivot column this indicates that there is no finite optimal solution. On the 

other hand, if there are nonnegative coefficients in the pivot column, then perform a ratio test and 

select the element with the largest ratio (select any if there is more than one). 

e. Form a new table by pivoting (iteration) and repeat step (ii). 

 

Definition 2.1  [18] Any minimum-valued vector x in the objective function that satisfies the constraint 𝐴𝑥 =
 𝑏, with 𝑥 ≥  0, can be said to be an optimal feasible solution. An optimal feasible solution that contains a 

basis is called an optimal basis feasible solution. 

2.3 Cutting Stock Problem 

According to Gilmore and Gomory [1], the cutting stock problem commonly abbreviated as CSP is the 

problem of fulfilling demand at minimum cost from a length of stock that is cut into a certain length of 

material at a certain cost. The goal to be achieved from the cutting stock problem is to minimize the use of 

initial stock. 
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The general form for the cutting stock problem with the objective function of minimizing initial stock 

usage is as follows: 

    𝑧 =  ∑ 𝑥𝑗 ,

𝑛

𝑗=1

 

constraint 

∑ 𝑝𝑖𝑗𝑥𝑗

𝑛

𝑗=1

≥ 𝑑𝑖, 

𝑥𝑗 ≥ 0   𝑎𝑛𝑑 𝑖𝑛𝑡𝑒𝑔𝑒𝑟. 

Descriptions: 

𝑧 : Objective function (optimized objective function value), 

𝑥𝑗  : Number of starting stocks required to cut with the 𝑗𝑡ℎ pattern (𝑗 = 1,2, … , 𝑚), 

𝑝𝑖𝑗 : The 𝑗𝑡ℎ pattern cut with the 𝑖𝑡ℎ demand size, 

𝑑𝑖  : Number of 𝑖𝑡ℎ requests (𝑖 = 1,2, … , 𝑛). 

2.4 Simplex Method 

According to Octarina [6] the pattern generation method is one of the algorithms to solve the pattern 

cutting problem. The stock problem used is 2-dimensional stock, so the stock size will be 𝐿 × 𝑊 dimension. 

The pattern cutting obtained using the pattern generation method will be cut into units of length (𝑙) and width 

(𝑤) with a certain number of requests. 

The idea developed in this method is that a matrix 𝑃 of size 𝑛 ×  𝑚 will be formed which contains the 

feasible cutting patterns used by the column vector 𝑃𝑗  with 𝑗 is the pattern generated from this method, then 

𝑃𝑗  consists of 𝑝𝑖𝑗 obtained from the calculation using the pattern generation method with 𝑖 as many as the 

types of stock unit requests (𝑖 =  1, 2, … , 𝑛). In addition, there are also many requests for each unit or demand 

called 𝑑𝑖. 𝑃 can be written as follows: 

𝑃 =   [𝑃1 𝑃2   ⋯ 𝑃𝑚  ]  =   [𝑝11 𝑝12 𝑝21 𝑝22   ⋯ ⋯  𝑝1𝑚 𝑝2𝑚   ⋮ ⋮  ⋱ ⋮  𝑝𝑛1 𝑝𝑛2   ⋯ 𝑝𝑛𝑚 ]        (10) 

In the 2-dimensional stock cutting problem, consider that the stock cutting problem consists of cutting 

a rectangular stock with length 𝐿 and width 𝑊 into pieces called chunks with length 𝑙𝑖  ≤  𝐿 and width 𝑤𝑖  ≤
 𝑊 with 𝑖 =  1, 2, . . . , 𝑛, the rectangles in the stock are available in unlimited number and 𝐿 × 𝑊 is of the 

same size [4]. 

The following is the algorithm of the pattern generation method with modified Branch and Bound [15]: 

Step 1.  Sort the length (𝑙𝑖) in the order of longest to shortest, 𝑙1  >  𝑙2  > ⋯  >  𝑙𝑛 . Then arrange the width 

(𝑤𝑖) based on the length (𝑙𝑖). 

Step 2. For 𝑖 =  1, 2, … , 𝑛 form the first pattern 𝑃1 of 𝑃 from Step 3 - 5. 

Step 3.  Calculate 𝑎𝑖𝑗 the number of cutting patterns of demand units based on the initial stock length with 𝑖 

being the 𝑖𝑡ℎ demand unit and 𝑗 being the 𝑗𝑡ℎ cutting pattern. 𝑎𝑖𝑗 is calculated using the floor 

operation ⌊   ⌋ because a cutting pattern can be cut if the demand size can fit into the initial stock 

length. Set 𝑖 =  1, 𝑗 =  1 to start the formation of the initial pattern, 𝑎11 ie, 

𝑎11 =  ⌊
𝐿

𝑙1
⌋.                                                                               (11) 

while to calculate 𝑎𝑖𝑗 is done as follows: 

𝑎𝑖𝑗 =  ⌊
𝐿 − ∑𝑖−1

𝑧=1 𝑎𝑧𝑗𝑙𝑧

𝑙𝑖
⌋.                                                                   (12) 

Step 4.  Calculate 𝑏𝑖𝑗 i.e. the number of demand unit cutting patterns generated from 𝑎𝑖𝑗 based on the initial 

stock width. If 𝑎𝑖𝑗 ≥ 0 then 𝑏𝑖𝑗 can be calculated. 𝑏𝑖𝑗 is calculated using the floor operation ⌊   ⌋ 

because the cutting pattern can be cut if the request size can fit into the initial stock width.  
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𝑏𝑖𝑗 =  {⌊
𝑊

𝑤𝑖
⌋,   𝑓𝑜𝑟 𝑎𝑖𝑗 > 0. 0,       𝑒𝑙𝑠𝑒.                                         (13) 

Step 5.  Calculate the value of 𝑃1 with 𝑝𝑖𝑗 = 𝑎𝑖𝑗𝑏𝑖𝑗. 

Step 6.   Calculate the cutting residue 

a. Remaining cut based on stock length (𝑐𝑢) 

𝑐𝑢 =  (𝐿 − ∑𝑛
𝑖=1 𝑎𝑖𝑗𝑙𝑖) × 𝑊                                                         (14) 

For 𝑖 = 1, 2, … , 𝑛, if (𝐿 −  ∑𝑛
𝑖=1 𝑎𝑖𝑗𝑙𝑖) ≥ 𝑤𝑖 and 𝑊 ≥ 𝑙𝑖, then a new pattern cut can be 

formed by rotating by 90° to the size of the 𝑖𝑡ℎ demand unit. The new pattern cut can be 

calculated as follows: 

𝐴𝑖𝑗 =  ⌊
𝐿 − ∑𝑛

𝑖=1 𝑎𝑖𝑗𝑙𝑖

𝑤𝑖
⌋,   𝐵𝑖𝑗 =  {⌊

𝑊

𝑙𝑖
⌋,   𝑓𝑜𝑟 𝑎𝑖𝑗 > 0. 0,           𝑒𝑙𝑠𝑒.                     (15) 

and 𝑃𝑗 = 𝑃𝑗 + 𝐴𝑖𝑗𝐵𝑖𝑗. As for others,  

𝐴𝑖𝑗 = 0, 

𝐵𝑖𝑗 = 0, 

𝑃𝑗 = 𝑃𝑗  

Next, for 𝐴𝑖𝑗 > 0 then calculate the remaining cutting as follows: 

𝑐𝑢 = (( 𝐿 − ∑

𝑛

𝑖=1

𝑎𝑖𝑗𝑙𝑖) − 𝐴𝑖𝑗𝑤𝑖) × 𝐵𝑖𝑗𝑙𝑖  

      𝑐𝑣 = (𝐿 −  ∑

𝑛

𝑖=1

𝑎𝑖𝑗𝑙𝑖) × (𝑊 − 𝐵𝑖𝑗𝑙𝑖) 
(16) 

 

while for others, calculate with Equation (14). 

b. Remaining cut based on stock width (𝑐𝑣) 

𝑐𝑣 = (𝑎𝑖𝑗𝑙𝑖) × 𝑘𝑖𝑗                                                                          (17) 

with 𝑘𝑖𝑗 = 𝑊 − (𝑏𝑖𝑗𝑤𝑖), but if 𝑏𝑖𝑗𝑤𝑖 = 0 then 𝑘𝑖𝑗 = 0. With 𝑧 ≠ 𝑖 if (𝑎𝑖𝑗𝑙𝑖) ≥ 𝑙𝑧 and 𝑘𝑖𝑗 ≥

𝑤𝑧, then a new cutting pattern can be formed as follows: 

𝐴𝑧𝑗 =  ⌊
𝐿 − ∑ 𝑎𝑖𝑗𝑙𝑖

𝑛
𝑖=1

𝑤𝑖
⌋,   𝐵𝑖𝑗 =  {⌊

𝑊

𝑙𝑖
⌋,   𝑓𝑜𝑟 𝑎𝑖𝑗 > 0. 0,       𝑒𝑙𝑠𝑒.                     (18) 

and 𝑃𝑗 = 𝑃𝑗 + 𝐴𝑖𝑗𝐵𝑖𝑗. As for others, 

𝐴𝑖𝑗 = 0, 

𝐵𝑖𝑗 = 0, 

𝑃𝑗 = 𝑃𝑗  

Next, for 𝐴𝑖𝑗 > 0 then calculate the remaining cut as follows: 

𝑐𝑢 = (𝑎𝑖𝑗𝑙𝑖 − 𝐴𝑧𝑗𝑙𝑧)) × 𝐵𝑧𝑗𝑤𝑧, 

𝑐𝑣 = (𝑎𝑖𝑗𝑙𝑖) × (𝑘𝑖𝑗 − 𝐵𝑧𝑗𝑤𝑧)).                                                               (19) 

while for others, calculate with Equation (17). 

Step 7.  Calculate 𝑟 = 𝑛 − 1, if 𝑟 > 0 then proceed to Step 8. 

Step 8.  Check 𝑎𝑟𝑗, if 𝑎𝑟𝑗 > 0 then form a new pattern (𝑗 = 𝑗 + 1) and proceed to Step 9. 

Step 9.  If 𝑎𝑟𝑗 ≥ 𝑏𝑟𝑗 then calculate with,  
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For 𝑧 = 1, 2, … , 𝑟 − 1, calculate 𝑎𝑧𝑗 = 𝑎𝑧𝑗 , and 𝑏𝑧𝑗 = 𝑏𝑧𝑗−1. 

For 𝑧 = 𝑟, calculate 𝑎𝑧𝑗 = 𝑎𝑧𝑗 − 1 if 𝑎𝑧𝑗 > 0 then 𝑏𝑧𝑗 = ⌊
𝑊

𝑤𝑧
⌋. 

Otherwise for else 𝑏𝑧𝑗 = 0. 

For 𝑧 = 𝑟 + 1, … , 𝑛, calculate 𝑎𝑧𝑗 and 𝑏𝑧𝑗 using Equation (12) and (13). 

However, for 𝑎𝑟𝑗 < 𝑏𝑟𝑗 calculate with, 

For 𝑧 = 1, 2, … , 𝑟 − 1, calculate 𝑎𝑧𝑗 = 𝑎𝑧𝑗−1, and 𝑏𝑧𝑗 = 𝑏𝑧𝑗−1. 

For 𝑧 = 𝑟, calculate 𝑎𝑧𝑗 = 𝑎𝑧𝑗−1 and 𝑏𝑧𝑗 = 𝑏𝑧𝑗 − 1. Then repeat Step 5. 

For 𝑧 = 𝑟 + 1, … , 𝑛, calculate 𝑎𝑧𝑗 and 𝑏𝑧𝑗 using Equation (12) and (13). 

Then repeat Step 5. 

Step 10.  Else, calculate 𝑟 = 𝑟 − 1 and repeat Step 7. 

Step 11. Stop. 

3. RESULTS AND DISCUSSION 

Writing the results and discussion can be separated into different subs or can also be combined into 

one sub. The summary of results can be presented in the form of graphs and figures. The results and discussion 

sections must be free from multiple interpretations. The discussion must answer research problems, support, 

and defend answers with results, compare with relevant research results, state the study’s limitations, and find 

novelty. 

Handal Karya Buana shop is one of the glass cutting shops in Pekanbaru. Handal Karya Buana Store 

is located on Seokarno-Hatta Street Number 98A, Tobek Godang, Tampan District, Pekanbaru City. This 

shop was established at the end of January 2021. There are several types of glass starting stock used by Handal 

Karya Buana, which are distinguished by the size and thickness of each stock. The types of initial stock sizes 

with the same thickness can be seen in Table 2. 

Table 2. Types of Initial Stock Sizes Table 

No. Stock size (𝑐𝑚) Thick (𝑚𝑚) 

1 183 × 122 5 
2 240 × 180 5 
3 152 × 122 5 

Handal Karya Buana carries out production based on many incoming requests, so sometimes it is 

difficult to fulfill requests due to the type of size and number of requests that cannot be predicted. When 

getting a new order request, it is necessary to plan the right stock cutting technique. Many possible cutting 

patterns are feasible to cut the initial stock. This cutting pattern must be able to meet consumer demand from 

the type of size and quantity of demand, but not cause the store to experience losses such as using too much 

initial stock or too much remaining cutting stock generated.  

Moving on from that problem, this article discusses planning for the stock cutting problem using the 

pattern generation technique which is then solved using the simplex method with the help of the Solver Table 

software from Microsoft Excel. The following is an example of the demand data received by the Handal 

Karya Buana store which contains the type of request and the number of units of demand can be seen in Table 

3. 

Table 3. Types of Request and the Number of Units of Demand Table 

No. Unit size (𝑐𝑚) Demand (𝑚𝑚) 

1 56 × 15 100 
2 120 × 100 20 
3 130 × 117 20 
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This study presents the formulation of a mathematical model for the optimization of a 2-dimensional 

stock cutting problem using the pattern generation method and will be solved using Solver Table software. 

The use of the model in this case gives an overview in planning the stock cutting pattern so as to optimize the 

existing variables. 

Modeling of the stock cutting problem is made based on decision variables, constraint functions, and 

objective functions. The decision variable in this problem is the type of demand glass. Then the constraint or 

limitation function in this problem is the number of order requests that must be fulfilled. The objective 

function in this problem is to minimize the amount of initial stock usage. 

a. Decision Variable 

The decision variable for this stock cutting problem is formed based on the number of types of 

glass cut from an initial stock. In this case using a sample of the type of glass demand size received 

by the Handal Karya Buana store as a decision variable. The variable used is 𝑥𝑗  with 𝑗 depending 

on the number of patterns generated from various types of stock sizes. The following decision 

variables are, 

𝑥𝑗 ≔ Number of initial stocks cut with the 𝑗𝑡ℎ pattern 

b. Constraint Function 

The constraints in this case are as follows: 

i. Constraint 1 

The number of units produced from the 𝑗𝑡ℎ cutting pattern with the 𝑖𝑡ℎ request size is not less 

than the number of requests for the 𝑖𝑡ℎ unit size. Constraint 1 is as follows: 

∑

𝑛

𝑗=1

𝑝𝑖𝑗𝑥𝑗 ≥ 𝑑𝑖 ,     𝑓𝑜𝑟 𝑖 = 1,2,3 

ii. Constraint 2 

A non-negative constraint that shows all results are non-negative and integer numbers. 

Constraint 2 is as follows: 

𝑥𝑗 ≥ 0   𝑎𝑛𝑑 𝑖𝑛𝑡𝑒𝑔𝑒𝑟. 

c. Objective Function 

The objective function in this case is to minimize the use of initial stock, which is as follows: 

𝑧 = ∑ 𝑥𝑗

𝑛

𝑗=1

.  

The general form still cannot be solved using the simplex method, because the coefficient value on the 

constraint function is unknown. The coefficient value of  𝑝𝑖𝑗 is obtained by using the pattern generation 

method. The following 𝑃 is calculated for this case using the pattern generation method algorithm with the 

Branch and Bound modification discussed in the previous section. 

Based on data from Handal Karya Buana, the initial stock size is obtained 𝐿1 =  183, 𝑊1 =  122, 𝐿2 =
 240, 𝑊2 =  180, and 𝐿3 =  152, 𝑊3 =  122. Next sort the size of the demand unit from largest to smallest 

namely, 130 ×  117, 120 × 100 and 56 × 15 along with each demand size. The size of the demand unit 

obtained by 𝑙1  >  𝑙2  >  𝑙3 and 𝑤1  >  𝑤2  >  𝑤3 is as follows: 

𝑙1 = 130 𝑐𝑚,  𝑤1 =  117 𝑐𝑚, 

𝑙2  =  120 𝑐𝑚, 𝑤2 =  100 𝑐𝑚, 

𝑙3 =  56 𝑐𝑚,   𝑤3  =  15 𝑐𝑚. 

with the number of requests based on the size of the sequential request, namely 𝑑1 =  20 sheets, 𝑑2  =  20 

sheets, and 𝑑3 =  100 sheets. 

Next, using the pattern generation technique algorithm, calculate (𝑃1) for stock of Type 1 with 

Equation (11) 
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𝑎11 = ⌊
𝐿1

𝑙1
⌋ = ⌊

183

130
⌋  = 1,  

𝑏11 = ⌊
𝑊1

𝑤1
⌋ = ⌊

122

117
⌋ = 1,   

𝑎21 = ⌊
𝐿1− (𝑎11)(𝑙1)

𝑙2
⌋ = 0,  

𝑏21 = 0,  

𝑎31 = ⌊
𝐿1−((𝑎11)(𝑙1)+(𝑎21)(𝑙2))

𝑙3
⌋= 0,  

𝑏31 = 0,  

obtained  𝑃1 =  [1    0    0]𝑇 then calculate the remaining cutting 𝑃1 against the stock length (𝑐𝑢), 

𝑐𝑢 = (𝐿1 − ((𝑎11)(𝑙1) + ((𝑎21)(𝑙2) + ((𝑎31)(𝑙3))) × 𝑊1 

𝑐𝑢 = (183 − ((1)(130) + (0)(120) + (0)(56)) × 122 

𝑐𝑢 = 53 × 122 = 6466 

because  (𝐿 − ∑ 𝑎𝑖𝑗
𝑛
𝑖=1 𝑙𝑖) <  𝑤𝑖 and 𝑊𝑖 > 𝑙𝑖 for 𝑖 = 3, so that a new cutting pattern can be formed for  using 

Equation (15), 

𝐴31 = ⌊
𝐿1−∑ 𝑎𝑖𝑗

𝑛
𝑖=1 𝑙𝑖

𝑙3
⌋  

𝐴31 = ⌊
(183)−((1)(130))

15
⌋  

𝐴31 = ⌊
53

15
⌋ = 3, 

𝐵31 = ⌊
𝑊1

𝑙3
⌋  

𝐵31 = ⌊
122

56
⌋ = 2, 

then, recalculate the remaining cut 𝑃1 using Equation (19). 

𝑐𝑢 = (𝐿1 − ∑ 𝑎𝑖𝑗

𝑛

𝑖=1

𝑙𝑖 − 𝐴31𝑤3) × (𝐵31𝑙3) 

𝑐𝑢 = (53 − (3)(15)) × ((2)(56)) 

𝑐𝑢 = 8 × 112 = 896, 

𝑐𝑣 = (𝐿1 − ∑ 𝑎𝑖𝑗

𝑛

𝑖=1

𝑙𝑖) × (𝑊1 − (𝐵31)(𝑙3)) 

𝑐𝑣 = (53) × (122 − (2)(56)) 

𝑐𝑣 = 53 × 10 = 530. 

𝑃1 = [1 0 6 ]𝑇 was obtained with a temporary cutting residue of 1426 cm2. Next, calculate the remaining 

cutting against the stock width (𝑐𝑣), 

𝑐𝑣 = ((𝑎11)(𝑙1)) × 𝑘11 

𝑐𝑣 = ((1)(130)) × (122 − (1)(117)) 

𝑐𝑣 = 130 × 5 = 650 

since ((𝑎11)(𝑙1))) > 𝑙𝑧, while 𝑘11 < 𝑤𝑧 for 𝑧 =  2,3, there is no additional new pattern cutting for 𝑃1 against 

𝑐𝑣 . We get 𝑃1 = [1 0 6 ]𝑇  with a total remaining cut of 𝑐1 = 2076 cm2. Next, based on step 8, check 𝑎𝑟𝑗, 
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with 𝑟 = 3 − 1 = 2, and 𝑗 = 1. Since 𝑎21 = 0 then, 𝑟 = 2 − 1 = 1 and 𝑗 = 1, so that 𝑎11 = 1 > 0 a new 

pattern can be formed (𝑗 = 2), 

𝑎12 = 𝑎11 − 1 = 1 − 1 = 0,  

𝑏12 = 0,  

𝑎22 = ⌊
𝐿1− (𝑎12)(𝑙1)

𝑙2
⌋ =1,  

𝑏22 = ⌊
𝑊1

𝑤2
⌋ = ⌊

122

100
⌋ = 1,  

𝑎32 = ⌊
𝐿1−((𝑎12)(𝑙1)+(𝑎22)(𝑙2))

𝑙3
⌋ =1,  

𝑏32 = ⌊
𝑊1

𝑤3
⌋ = ⌊

122

15
⌋ = 8,   

obtained 𝑃2 = [0 1 8 ]𝑇 then calculate the remaining cut 𝑃2 against the stock length (𝑐𝑢), 

𝑐𝑢 = (𝐿1 − ((𝑎12)(𝑙1) + ((𝑎22)(𝑙2) + ((𝑎32)(𝑙3))) × 𝑊1 

𝑐𝑢 = (183 − ((0)(130) + (1)(120) + (1)(56)) × 122 

𝑐𝑢 = 7 × 122  =   854 

since (𝐿 − ∑ 𝑎𝑖𝑗
𝑛
𝑖=1 𝑙𝑖) <  𝑤𝑖 for 𝑖 = 1,2,3, there is no additional cutting of the new pattern so that, 𝑃2 =

[0 1 8 ]𝑇, with a temporary remaining cutting of 854 cm2. Next, calculate the remaining cutting against the 

stock width (𝑐𝑣), 

𝑐𝑣 = ((𝑎22)(𝑙2)) × 𝑘22  

𝑐𝑣 = ((1)(120)) × (122 − (1)(100))  

 𝑐𝑣 = 120 × 22 = 2640  

𝑐𝑣 = ((𝑎32)(𝑙3)) × 𝑘32  

𝑐𝑣 = ((1)(56)) × (122 − (8)(15))  

𝑐𝑣 = 56 × 2 = 112  

since ((𝑎32)(𝑙3)) <  𝑙𝑧 and 𝑘32 > 𝑤𝑧 for 𝑧 =  1,2, there is no addition of new pattern cuts. However, 

for((𝑎22)(𝑙2)) >  𝑙𝑧 and 𝑘22 > 𝑤𝑧 for 𝑧 =  3 a new cutting pattern can be formed for 𝑃2 using Equation 

(18), 

𝐴32 = ⌊
𝑎22𝑙2

𝑙3
⌋  

𝐴32 = ⌊
(1)(120)

56
⌋  

𝐴32 = ⌊
120

56
⌋ = 2, 

𝐵32 = ⌊
𝑘22

𝑤3
⌋  

𝐵32 = ⌊
22

15
⌋ = 1, 

then recalculate the remaining cutting 𝑃2 using Equation (19): 

𝑐𝑢 = (𝑎22𝑙2 − 𝐴32𝑙3) × (𝐵32𝑤3)  

𝑐𝑢 = ((1)(120) − (2)(56)) × ((1)(15))  

𝑐𝑢 = 8 × 15 = 120,  

𝑐𝑣 = (𝑎22𝑙2) × (𝑘22 − 𝐵32𝑤3)  
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𝑐𝑣 = ((1)(120)) × (22 − (1)(15))  

𝑐𝑣 = 120 × 7 = 840.  

Obtained 𝑃2 =  [0    1    10]𝑇 with a total cutting residue of 𝑐2 = 1926 𝑐𝑚2. Next, based on Step 8, 

check 𝑎𝑟𝑗with 𝑟 = 3 − 1 = 2 dan 𝑗 = 2.  Since 𝑎22  > 0 a new pattern can be formed (𝑗 = 3), 

𝑎13 = 𝑎21 = 0  

𝑏13 = 0,  

𝑎23 = 𝑎22 − 1 = 1 − 1 = 0,   

𝑏23 = 0,  

𝑎33 = ⌊
𝐿1−((𝑎13)(𝑙1)+(𝑎23)(𝑙2))

𝑙3
⌋ = ⌊

183−((0)(130)+(0)(120))

56
⌋ =3,  

𝑏33 = ⌊
𝑊1

𝑤3
⌋ = ⌊

122

15
⌋ = 8, 

obtained 𝑃3 =  [0    0    24]𝑇, then calculate the remaining cut 𝑃3 against the stock length (𝑐𝑢), 

𝑐𝑢 = (𝐿1 − ((𝑎13)(𝑙1) + ((𝑎23)(𝑙2) + ((𝑎33)(𝑙3))) × 𝑊1  

𝑐𝑢 = (183 − ((0)(130) + (0)(120) + (3)(56)) × 122  

𝑐𝑢 = 15 × 122 = 1830  

since (𝐿1 − ∑ 𝑎𝑖𝑗𝑙𝑖
𝑛
𝑖=1 ) <  𝑤𝑖 and 𝑊1 > 𝑙𝑖 for 𝑖 = 3, a new cutting pattern for 𝑃3 can be formed using 

Equation (15), 

𝐴33 = ⌊
𝐿1−∑ 𝑎𝑖𝑗𝑙𝑖

𝑛
𝑖=1

𝑙3
⌋  

𝐴33 = ⌊
(183)−((3)(56))

15
⌋  

𝐴33 = ⌊
15

15
⌋ = 1, 

𝐵33 = ⌊
𝑊1

𝑙3
⌋  

𝐵33 = ⌊
122

56
⌋ = 2, 

then recalculate the remaining cutting 𝑃3 using Equation (19), 

𝑐𝑢 = (𝐿1 − ∑ 𝑎𝑖𝑗
𝑛
𝑖=1 𝑙𝑖 − 𝐴33𝑤3) × (𝐵33𝑙3)  

𝑐𝑢 = (15 − (1)(15)) × ((2)(56))  

𝑐𝑢 = 0 × 112 = 0,  

𝑐𝑣 = (𝐿1 − ∑ 𝑎𝑖𝑗𝑙𝑖
𝑛
𝑖=1 ) × (𝑊1 − (𝐵33)(𝑙3))  

𝑐𝑣 = (15) × (122 − (2)(56))  

𝑐𝑣 = 15 × 10 = 150.  

𝑃3 = [0 0 26 ]𝑇 is obtained with a temporary cutting residue of 150 cm2. It is obtained with a 

temporary cutting residue of  (𝑐𝑣), 

𝑐𝑣 = ((𝑎33)(𝑙3)) × 𝑘33  

𝑐𝑣 = ((3)(56)) × (122 − (8)(15))  

𝑐𝑣 = 168 × 2 = 336  

since ((𝑎33)(𝑙3))) > 𝑙𝑧, while 𝑘33 < 𝑤𝑧 for 𝑧 =  2, there is no additional new pattern cutting for 𝑃3 with 

respect to 𝑐𝑣 . We get 𝑃3 = [0 0 26 ]𝑇 with a total remaining cut of 𝑐3 = 486 cm2. Next based on step 8, 

check 𝑎𝑟𝑗 with 𝑟 = 3 − 1 = 2 and 𝑗 = 3. Since 𝑎23 = 0, then proceed based on Step 10, 𝑟 = 2 − 1 = 1, and 
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𝑗 = 3, so that 𝑎13 = 0, and no new pattern can be generated. Next calculate using stock Type 2, with the 

initial pattern (𝑗 = 4), do the pattern generator calculation as the previous step. With the pattern generator 

algorithm, 𝑗 =  10 or as many as 10 glass stock cutting patterns for the case at Handal Karya Buana store. 

Next, substitute the values of 𝑃1, 𝑃2, … , 𝑃10 into Equation (10) so that 𝑃 is obtained as follows: 

𝑃 =  [1     0     0     1     0     0     0    1    0    0 0     1     0     0     2     1     0    0    1    0  6   10   26   29   20   34   51   2    6   20 ].      (20) 

Based on Equation (20), 10 cutting patterns are obtained, so the objective function can be written as: 

𝑚𝑖𝑛    𝑧 =  𝑥1  +  𝑥2  +  𝑥3  +  𝑥4  +  𝑥5 + 𝑥6 + 𝑥7 + 𝑥8 + 𝑥9 + 𝑥10. 

Then, by substituting the cutting pattern 𝑝𝑖𝑗 the case constraint function, by substituting the cutting pattern 

𝑝𝑖𝑗 so that the constraint function can be written into: 

𝑥1 + 𝑥4 + 𝑥8  ≥ 20 

𝑥2 + 2𝑥5 + 𝑥6 + 𝑥9  ≥ 20 

6𝑥1 + 8𝑥2 + 24𝑥3 + 29𝑥4 + 20𝑥5 + 34𝑥6 + 51𝑥7 + 2𝑥8 + 6𝑥9 + 20𝑥10  ≥ 100 

    𝑥𝑖 ≥ 0,         for      𝑖 = 1, 2, … , 10 

The solution of the mathematical model of the 2-dimensional stock cutting problem using the pattern 

generator method was carried out with the help of the Solver Table software on Microsoft Excel because of 

the large number of decision variables and constraints. The results of this study are in the form of 

recommendations and suggestions for stores to determine better stock cutting patterns to fulfill orders 

received by comparing conventional methods used by stores. The goal to be optimized in this problem is to 

minimize the use of stock that can save store capital. The solution of this case using Microsoft Excel is 

presented in Table 4. 

Table 4. The Solution Table 

Pattern 
Unit 

1 

Unit 

2 

Unit 

3 

Remaining 

Cutting 

Stock 

Requirement 

1 1 0 6 2076 0 
2 0 1 10 1926 0 
3 0 0 26 486 0 
4 1 0 29 3630 0 
5 0 2 20 2400 10 
6 0 1 34 2640 0 
7 0 0 51 360 0 
8 1 0 2 1654 20 
9 0 1 6 1504 0 

10 0 0 20 1744 0 
Total Units 20 20 240   
Total Remaining Cutting   57080  
Total Stock Requirement    30 

 

Based on Table 4, if the store wants to save production costs using initial stock, the store can use as 

much as 10 initial stock measuring 240 cm ×  180 cm cm cut with Pattern 5 and as much as 20 initial stock 

measuring 152 cm ×  122 cm cut with Pattern 8. The resulting cutting residue is 57080 cm2. 

4. CONCLUSIONS 

The pattern generation method produces a matrix containing feasible stock cutting patterns. The cutting 

pattern is then converted into a linear equation which is then solved using the simplex method. Solving the 

cutting stock problem using the pattern generation method can provide better cutting pattern planning. In 

planning the right stock cutting pattern, there are many possible cutting patterns. So that by using the pattern 

generation method, many of the resulting cutting patterns are increasingly narrowed or less than the patterns 

generated at the beginning, making it easier to solve the case mathematically.  
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