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 ABSTRACT    

Article History: 
Tourism is one of the government's priority sectors for economic growth. East Java is one 

of Indonesia's provinces and is attractive to international visitors. International visitors will 

appreciate the natural beauty and multiculturalism offered by East Java. In this study, 
predictions of international visitor visits in East Java from the entrance of Juanda 

International Airport were carried out using k-NN (k-Nearest Neighbor) and a neural 

network. The dataset used is based on BPS statistics of Jawa Timur Province in the form of 
the number of international visitor arrivals from January 2000 to February 2024. The 

datasets were distributed by dividing the data into 70% for training data and 30% for testing 

data. The creation of the k-NN model is carried out using k-values 2 to 7. The creation of a 

modern neural network using hidden layers 1 to 3. The prediction results that were made 
using k-NN obtained optimal RMSE at k-values 2, resulting in an RMSE of 1594,674 or an 

error of 3,98%. Meanwhile, the prediction results that have been made using neural 

networks obtained optimal RMSE at two hidden layers, which resulted in an RMSE of 1873, 

355 or an error of 4,68%.  So, it is recommended that the k-NN algorithm be used to predict 
the number of international visitors in East Java. The results of this study can be used to 

provide quantitative information for the government and stakeholders in adjusting the 

program to the development of international visitors visiting East Java. 
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1. INTRODUCTION 

Tourism is one of the priority sectors the government has identified that can contribute to economic 

growth, job creation, community development, and regional development [1]. So, the development of the 

tourism sector must continue to be improved. Increasing the added value of tourism is also one of the 

government's priorities to strengthen economic resilience for quality growth [2]. The progress of the tourism 

sector is also used as a measuring tool in assessing a region's financial stability and security. If an area receives 

relatively many international visitors, then in general, the area can have relatively good economic stability 

and security. 

An international visitor according to the United Nations World Tourism Organization (UNWTO) and 

the International Union of Office Travel Organization (IUOTO) is any person who visits a country outside 

his country of residence, less than one year (12 months), driven by one or several needs without the intention 

of earning income in the place visited [1], [3]. International visitors indirectly contribute to growth in various 

sectors of the economy, with links ranging from the creation of added value to the labor needed. The increase 

in international visitors impacts the increasing demand for accommodation provision [4]. There needs to be 

an increase in the provision of hotel rooms and other accommodations so as to avoid causing a gap between 

demand and supply for these accommodations. 

East Java is one of Indonesia's provinces and is attractive to international visitors. International visitors 

will appreciate the natural beauty and multiculturalism offered by East Java. In East Java, there is a tourist 

destination Bromo-Tengger-Semeru as one of the National Tourism Strategic Areas (KSPN), which is a 

government program through Presidential Regulation Number 3 of 2016 concerning the acceleration of the 

implementation of national strategic projects, which has a strategic nature to increase growth and equitable 

development to improve community welfare and regional development [5]. In the Annex to the Presidential 

Regulation of the Republic of Indonesia Number 18 of 2020 concerning the 2020-2024 National Medium-

Term Development Plan (RPJMN) [6], Bromo-Tengger-Semeru is one of the ten priority tourism 

destinations, where the benefits of significant projects for the ten tourism destinations of the 2020-2024 

RPJMN project are to increase international visitors by 22.3 million arrivals (2024). The policies carried out 

by the government to support the tourism sector directly increase international visitor visits to East Java. 

Based on BPS-Statistics of East Java Province, international visitor visits in February 2024 increased by 

135.78 percent compared to the number of international visitors in February 2023, which amounted to 11,882 

visits; this also had an impact on the occupancy rate of star hotels in East Java in February 2024 reaching an 

average of 50.53 percent or an increase of 5.51 points compared to the previous month,  The occupancy rate 

of non-star classification hotel rooms in February 2024 reached an average of 24.15 percent, an increase of 

0.76 points compared to the last month [7]. 

With the increasing number of international visitors in East Java, the government and stakeholders 

must implement proper planning and decision-making strategies to determine policy direction. One of the 

important things in planning is prediction. Prediction is a forecast of an event that will occur in the future [8], 

[9]. We will benefit significantly based on adequate quantitative data for predictions about international 

visitors in East Java, especially when adjusting existing programs to the development of international visitors 

visiting East Java. Based on this, this study will conduct forecasting of international visitors in East Java 

using k-Nearest Neighbor (k-NN) and neural network. The RMSE results from each method are then 

compared to see which RMSE works best. 

The k-nearest neighbor (k-NN) algorithm can be applied to regression and classification. The k-closest 

training sample of a data set is the input in both cases [10]. K-NN is referred to as case-based reasoning, a 

methodology based on the reasoning of cases based on training data of a case stored, trained, and accessed to 

solve new problems [11]. K-NN makes predictions based on comparisons of the nearest neighbors obtained 

from past data that has been tested. The close or far of neighbors is usually calculated based on Euclidian 

distance. The best k-value for the k-NN algorithm depends on the data used; in some data, a high k-value will 

usually reduce the noise effect [12]. 

Since 1943, when Warren McCulloch and Walter Pitts presented the first neural network model 

computations, neural networks have been around. This model explains the binary information processing 

capabilities of artificial neurons. Frank Rosenblatt conducted more studies and discovered a two-layer 

network known as a perceptron in 1950. Since neural networks have flexible function structures, they are 

rapidly evolving and have been used extensively in various fields. In situations where standard methods prove 

difficult or regularly fail, neural networks can be utilized to identify solutions [13]. 
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Previous research used an adaptive neural fuzzy inference system to estimate the number of shuttered 

hotels and restaurants in Jakarta as a result of the corona virus sickness [14], forecasting using the fuzzy 

method to prediction the number of Demam Berdarah Dengue (DBD) patients[15], prediction of the number 

of visitors per period to beach attractions using triple exponential smoothing [16],  classifying price range of 

smartphone in market using backpropagation and Learning Vector Quantification (LVQ) [17], estimation of 

stock price using Unscented Kalman Filter (UKF) [18], forecasting using linear Support Vector Machine 

(SVM) of occupied hotel rooms [19], H-Infinity and Ensemble Kalman Filter (EnKF) algorithm to 

profitability estimation [20], panel data regression analysis of blood supply and demand in a Surabaya City 

hospital [21],  prediction of sunlight intensity using neural network and Adaptive Neuro Fuzzy Inference 

System (ANFIS) [22], using a backpropagation neural network to estimate the number of closed hotels and 

restaurants as a result of the Covid-19 wave [23], breast cancer diagnosis using neural network [24], SVM, 

k-NN, and decision tree algorithm for classifying civet coffee [25], k-NN algorithm to forecasting agricultural 

products in Malang, East Java [26], k-NN algorithm to forecasting average room rate in hotel [27], utilizing 

neural networks to forecast occupancy rate [28]. In this study, a comparison of K-NN and Neural Networks 

will be carried out to predict international visitors in East Java. The authors chose to compare the K-NN and 

Neural Network methods because both methods have high accuracy and provide quantitative information for 

the government and stakeholders in adjusting the program to the development of international visitors visiting 

East Java. 

 

2. RESEARCH METHODS 

2.1 Exploratory Data Analysis 

In this study, the dataset used is the number of international visitor arrivals in East Java through the 

Juanda entrance based on BPS-Statistics of Jawa Timur Province from January 2000 to February 2024. The 

data obtained is univariate data with a total of 290 records, so it is necessary to do an Exploratory Data 

Analysis (EDA). EDA is a data exploration method using simple arithmetic and graphical techniques to 

summarize observational data [29], [30]. Then, this univariate data will be processed into multivariate data 

and changed from period 1 to period 10. The pattern model of changing univariate data into multivariate data 

can be seen in Table 1 [9], [31]. 

Table 1. Univariate to multivariate data pattern 

Pattern Input lag Output/Target 

1 x1, x2, x3, x4, …, xp xp+1 

2 x2, x3, x4, x5, …, xp xp+2 

3 x3, x4, x5, x6, …, xp xp+3 

… … … 

xm-p xm-p, xm-p+1, xm-p+2, …, xm-1 xm 

2.2 K-Nearest Neigbor  

K-nearest neighbor (k-NN) is a method that makes forecasting using classification techniques on test 

data strictly based on the comparison of the K-value of the nearest neighbor [12]. The closest neighbor is the 

trained object with the greatest similarity value or the least similarity value based on past data. The value of 

k expresses the nearest number of ladders. K-NN works on the principle that each data point adjacent to each 

other will be in the same class. In general, a high k value will reduce the effect of noise on the classification. 

However, it will blur the boundaries between each classification [32]. 

The k-NN algorithm is used to identify the nearest neighbor of a given query point so that a class label 

can be assigned to that point. In k-NN, the classification of new objects is based on attributes and training 

samples. The prediction result will determine which data point is closest to a particular query point, rarely 
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between the query point and other data that needs to be calculated. The distance calculation used is Euclidean 

Distance with the Equations (1) and (2). 

 

𝑑𝑖 = √∑ (𝑝𝑖 − 𝑞𝑖)
2𝑛

𝑖=1  (1) 

𝑑𝑖 = √(𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2 + ⋯ + (𝑝𝑛 − 𝑞𝑛)2  (2) 

 pi-qi : Euclidean vectors, starting from the origin of the space (initial poin) 

di : distance 

n : n-space 

 

K-NN works based on the principle of finding the closest distance, that each point adjacent to each 

other will be in the same class. In other words, K-NN classifies new data points based on similarity. The 

stages of the K-NN algorithm work process include [32], [33]: 

1. Defines the k parameter, which stands for the number of nearest neighbors. 

2. Using the provided sample data as a guide, compute the square of each object's Euclid jar (quei 

instance). 

3. Then, the items will be categorized according to the shortest Euclidean distance. 

4. Ascertain which classification category the closest neighbor belongs to. 

5. Predicting the value of the calculated query instance is possible by utilizing the nearest neighbor 

category with the highest majority. 

2.3 Neural Network 

Neural network fundamentals include inputs, weights, processing units, and outputs. To classify 

patterns, transfer patterns from inputs into new patterns in outputs, store patterns for later recall, map 

comparable patterns, optimize issues, and predict, neural networks can be used. Preparing data for training 

and learning, identifying neural network design, training and learning procedures, and testing procedures are 

the first steps in creating neural networks [34]. Neural networks can alter their structural composition in 

response to information that enters and leaves the network. Data patterns can be found using neural networks 

to represent the link between input and output. A neural network's fundamental processing unit is its neuronal 

architecture. A neuron's basic form can be seen in Figure 1. 

 
Figure 1. Design neural network model 

Weights that join the various network components are contained in the weight vector (w). In the 

language of neural networks, the letter "w" denotes the expression of a connection between two neurons or 

the amount of information that is sent from one neuron to another inside the neural network. The procedure 

of adding inputs 𝑥1, 𝑥2, …, 𝑥𝑛   and multiplying the result by its weight 𝑤1, 𝑤2, …, 𝑤𝑛  represented in the 

equation constitutes the first stage (3): 

𝑛𝑒𝑡 =  (𝑤1𝑥1  +   𝑤2𝑥2  +  𝑤3𝑥3 + . . . + 𝑤𝑛𝑥𝑛)  (3) 
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Perceptron model of input, weight, and bias so that the output can be written with vector notations as 

follows: 

 
Figure 2. Perceptron model 

Referred to as a separate neuron model parameter, a bias is a threshold value of b that is significant for 

certain neuron models. Different input conditions and output influences are needed to incorporate a nonlinear 

activation function f(.) in the neuron design [35]. The objective is to prevent the output from exceeding limits 

that are not appropriate and to reach a sufficient level if the input signal is modest. Like the perceptron model 

in Figure 2 the output of a neuron can be written in an Equation (4): 

 
𝑦 =  𝑓(𝑛𝑒𝑡)  (4) 

 

 

3. RESULTS AND DISCUSSION 

This study uses a dataset of international visitor arrivals in East Java through the Juanda International 

Airport entrance from January 2000 to February 2024 (290 months). The dataset is divided into 70% for 

training data and 30% for test data. Then, a test analysis was carried out with the k-nearest neighbor algorithm 

with k-values 2 to 7 and a neural network with 1 to 3 hidden layers. Each of these forecasts will be compared 

for the most optimal RMSE. 

3.1 Exploratory Data Analysis 

The dataset used in this study is the number of international visitor arrivals based on statistics of East 

Java Province. Datasets that are still in univariate form will be processed into multivariate. Univariate data 

determined variable 𝑥𝑡  in the period to be created. The variable 𝑥𝑡  is the dependent variable, and the variables 

𝑥𝑡−1 to 𝑥𝑡−10 are the dependent variables. The following is univariate data obtained from the number of 

international visitor arrivals in East Java from January 2000 to February 2024, which can be seen in Table 2. 

Table 2. Univariate data on the number of international visitors in East Java 

Year Moon Sum 

2000 January 7879 

2000 February 7268 

2000 March 8532 

2000 April 7376 

2000 May 7582 

2000 June 8696 

2000 July 9005 

2000 August 8947 

2000 September 7854 
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Year Moon Sum 

2000 October 8949 

2000 November 10926 

2000 December 12357 

2001 January 7488 

2001 February 7051 

... ... ... 

2023 September 25593 

Next, univariate data will be converted to multivariate data from 1 period to 10 periods; the result is 

shown in Table 3 below. 

Table 3. Multivariate data training at input layer 1 to 10 periods 

𝒙𝒕 𝒙𝒕−𝟏 𝒙𝒕−𝟐 𝒙𝒕−𝟑 ... 𝒙𝒕−𝟏𝟎 

7879 7268 8532 7376 ... 10926 

7268 8532 7376 7582 ... 12357 

8532 7376 7582 8696 ... 7488 

7376 7582 8696 9005 ... 7051 

582 8696 9005 8947 ... 8904 

8696 9005 8947 7854 ... 8189 

9005 8947 7854 8949 ... 8717 

8947 7854 8949 10926 ... 10161 

7854 8949 10926 12357 ... 10177 

8949 10926 12357 7488 ... 10380 

10926 12357 7488 7051 ... 9186 

12357 7488 7051 8904 ... 9753 

7488 7051 8904 8189 ... 11521 

... ... ... ... ... ... 

12361 15734 18025 20303 ... 28015 

3.2 K-Nearest Neighbor Algorithm Test Analysis 

The dataset of the number of international visitors has been converted into multivariate data; then, the 

dataset is divided into 70% for training data and 30% for test data. Furthermore, using the k-nearest neighbor 

algorithm with k-values 2 to 7, an application model was carried out to determine the performance of each k-

value. The RMSE results from using the k-NN algorithm with k-values 2 to 7 are shown in Table 4. 

 
Table 4. Test Results Using k-NN 

 K-Values RMSE Error 

2 1594,674 3,98% 

3 1622,701 4,05% 

4 1688,320 4,22% 

5 1636,585 4,09% 

6 1713,065 4,28% 

7 1795,068 4,48% 
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 From the forecasting of international visitors using k-NN with k-values 2 to 7, RMSE is best found in 

k-values 2 with an RMSE of 1,594,674. Meanwhile, the highest RMSE is found in k-values 7 with an RMSE 

of 1,795,068, a difference of 200,394 compared to RMSE in k-values 2. An accurate comparison of 

international visitor data with prediction results using the K-NN algorithm can be seen in Figure 3. 

 

Figure 3. Prediction of international visitors using k-NN 

The graph above shows the actual data of international visitors in the black plot type area. At the same 

time, the results of international visitor predictions using the k-NN algorithm are shown in a line plot type 

that displays each k-value from 2 to 7. The highest international visitor data was found in July 2018, with 

33,390 international visitors on accurate data and 30,691 international visitors on prediction data with k-

values 2 (a difference of 2,699 compared to actual data), and international visitors with 27,685 on prediction 

data with k-values 7 (a difference of 5,705 compared to real data). A detailed graph comparing the highest 

international visitor data can be seen in Figure 4 which shows the prediction results from May 2018 to 

September 2018 for algorithm k-NN. The highest international visitor data in July 2018 for the data closest 

to accurate data equals the optimal RMSE result at k-values 2, with accurate international visitor data of 

33,390 and prediction data of 30,691. However, the prediction data that is furthest from the actual data, in 

contrast to the highest RMSE result at k-value 7, for the prediction data with the farthest distance is found at 

k-value 5 with a prediction of international visitors of 27,389 (a difference of 6,001 compared to the actual 

data). 

 
Figure 4. Prediction of international visitors using k-NN from May 2018 to September 2018 
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The comparison of the lowest data on international visitors in East Java was in November 2021, with 

accurate data at 0 for international visitors; at that time, the COVID-19 virus was soaring. Details of the 

comparison of the lowest data for international visitors can be seen in Figure 5 which shows the prediction 

results from September 2021 to December 2021. The lowest international visitor data in November 2021 for 

the data closest to actual data is at k-value 5 with a prediction data of 10, in contrast to the optimal RMSE at 

k-value 2. Meanwhile, the prediction data farthest from the actual data is the same as the highest RMSE result 

at k-values 7, with prediction data in November 2021 amounting to 195. 

 

 
Figure 5. Prediction of international visitors using k-NN from September 2021 to December 2021 

RMSE is best found in k-values 2 with an RMSE of 1,594,674. An actual comparison of international 

visitor data with prediction results using k-NN with k-values two can be seen in Figure 6. The graph compares 

the actual data of international visitors and forecasts with the line; the black line shows the exact data of 

international visitors, and the red line shows the predicted data of international visitors. Accurate data of 

international visitors in May 2020 experienced a significant decrease with 12 international visitors until 

November 2021, international visitors showed 0, which was the impact of the Covid-19 pandemic, while 

prediction data using k-NN with k-values 2 in May 2020 showed 58 international visitors and in November 

2021 showed 18 international visitors. The development of international visitors began to increase again in 

July 2022, with actual data of international visitors of 6,087 and international visitors of 6,524 in the predicted 

data with k-values 2 (difference of 437). 

 

Figure 6. Prediction of international visitors using k-NN 
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3.3 Neural Network Algorithm Test Analysis 

The dataset of the number of international visitors has been converted into multivariate data, then 

divided into training data and testing data using a ratio of 70:30. Furthermore, using a neural network 

algorithm with hidden layers as many as 1 to 3, apply a model to determine the performance of each hidden 

layer. The RMSE results from using the neural network algorithm with hidden layers 1 to 3 are shown in 

Table 5. 

 
Table 5. Test results using neural network 

Hidden Layer RMSE Error 

1 1985.373 4.96% 

2 1873.355 4.68% 

3 1933.628 4.83% 

 

From the forecasting that has been carried out to generate RMSE using a neural network algorithm 

with hidden layers 1 to 3, the best RMSE result on two hidden layers is obtained at 1,873,355. Meanwhile, 

the highest RMSE is found in the three hidden layers with an RMSE of 1,985,373, a difference of 112,018 

compared to the RMSE in the two hidden layers. The model of the data that has been predicted using a neural 

network with each layer size of 8 is shown in Figure 7 i.e., figure (a) for testing using one hidden layer, figure 

(b) for testing using two hidden layers, figure (c) for testing using three hidden layers. 

 

 
(a)         (b) 

 

 

 

 

 

 

 

 

 

 

 

 

 
(c) 

Figure 7. Neural Network model, (a) One hidden layer, (b) Two hidden layer, (c) Three hidden layer  
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 Accurate data comparison of international visitors with prediction results using neural network 

algorithms with hidden layers as many as 1 to 3 can be seen in Figure 8. The actual data of international 

visitors is shown in the black plot type area. At the same time, the results of international visitor predictions 

using neural network algorithms are shown in line-type plots that display each hidden layer from 1 to 3. The 

highest international visitor data was found in July 2018, with 33,390 international visitors on actual data and 

29,306 international visitors on prediction data with two hidden layers (a difference of 4,084 compared to 

actual data), and international visitors with 31,431 on prediction data with one hidden layer (a difference of 

1,959 compared to actual data). 

Figure 8. Predict international visitors using neural networks 

Detailed graphs for comparing the highest data of international visitors can be seen in Figure 9, which 

shows the prediction results for the neural network algorithm from May 2018 to September 2018. The highest 

international visitor data in July 2018 for the data closest to actual data is in one hidden layer, with actual 

international visitor data of 33,390 and predicted data of 31,431, in contrast to the optimal RMSE results, 

which are in two hidden layers. For the prediction data that is the farthest distance from the actual data, it is 

also different from the highest RMSE result in one hidden layer, for the prediction data with the farthest 

distance is found in the three hidden layers with a prediction of international visitors of 27,750 (a difference 

of 5,640 compared to actual data). 

 
Figure 9. Prediction of international visitors using neural network from May 2018 to September 2018 

The lowest comparison of international visitor data in East Java for artificial neural network algorithms 

with real data at 0 for international visitors was in November 2021, when the Covid-19 virus surged. Details 

of the comparison of the lowest international visitor data can be seen in Figure 10 which shows the prediction 

results from September 2021 to December 2021. In the lowest international visitor data in November 2021, 

the data closest to actual data is in the three hidden layers with prediction data of -174, in contrast to the 
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optimal RMSE in the two hidden layers. Meanwhile, the prediction data furthest from the actual data is the 

same as the highest RMSE result in one hidden layer, with the November 2021 prediction data of 1205. 

 
Figure 10. Prediction of international visitors using Neural Network from September 2021 to December 2021 

 RMSE is best found in two hidden layers with an RMSE of 1,873,355. A comparison of actual data 

of international visitors with prediction results using neural networks with two hidden layers can be seen in 

Figure 11. A comparison of actual data of international visitors and forecast is shown with the line; the black 

line shows actual data of international visitors, and the blue line shows prediction data of international 

visitors. Exact data of international visitors in May 2020 experienced a significant decrease with 12 

international visitors, until November 2021, international visitors showed 0, which was the impact of the 

Covid-19 pandemic, while prediction data using neural networks with two hidden layers in May 2020 showed 

258 international visitors and in November 2021 showed 174 international visitors. The development of 

international visitors began to increase again in July 2022, with actual data of international visitors of 6,087 

and international visitors of 6,630 in the predicted data with two hidden layers (difference of 543). 

 
Figure 11. Predict international visitors using Neural Networks with Two Hidden Layers 
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3.4 Algorithm Testing Comparison 

A comparison of the optimal RMSE results from testing international visitor data in East Java for each 

algorithm is shown in Table 6. 

 
Table 6. Comparison of algorithm testing 

Algorithm RMSE Remarks 

k-NN 1594.674 k-values = 2 

Neural Netwok 1873.355 Two hidden layers 

 

The results of the RMSE comparison for the k-NN algorithm with k-value 2 produced a value of 

1,594,674. In contrast, the neural network with two hidden layers produced a value of 1,873,355, a difference 

of 278,681. If we can see in Table 4 and Table 5, it shows that the simulation results with KNN with K-value 

2 produce the smallest error. Comparison of actual data of international visitors, prediction of international 

visitor split data 70%:30% using k-NN algorithm with k-values two and neural network algorithm with two 

hidden layers shown in Figure 12. In the graph, a comparison of actual data of international visitors and 

forecast is shown with the line: the black line shows actual data of international visitors, the red line shows 

prediction data using K-NN with k-values 2, and the blue line shows prediction data using neural networks 

with two hidden layers. 

 

Figure 12. Comparison of international visitor predictions using k-NN with k-values 7 and neural networks 

with two hidden layers 

 

4. CONCLUSIONS 

Based on a comparison of tests using the k-NN algorithm and neural network to determine the forecasting 

of the number of international visitor arrivals in East Java through the Juanda entrance with a data split of 

70%:30%, the most optimal RMSE is produced using the k-NN algorithm with a value of k 7 so that it 

makes an RMSE of 1594,674 or error of 3,98%. So, it is recommended that the K-NN algorithm be used to 

predict the number of international visitors in East Java; the results of this study can provide quantitative 

information for the government and stakeholders in adjusting the program to the development of 

international visitors visiting East Java. This research can be a reference to increase knowledge and further 

research and develop with other methods. 
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