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ABSTRACT 

Article History: 
Video surveillance technology, such as CCTV, is increasingly common in various 
applications, including public safety and business surveillance. Analyzing and comparing 

images from CCTV systems is essential for ensuring safety and security. This research 

implements the Pearson Correlation method in Python to measure the similarity of CCTV 

images. Pearson Correlation, which assesses the linear relationship between two 
variables, is employed to compare the pixel values of two images, resulting in a coefficient 

that indicates the degree of similarity. We used a quantitative approach with experiments 

on two scenarios to test the program's effectiveness in measuring image similarity. The 

results demonstrate that Pearson Correlation is highly effective in distinguishing between 
identical and other images, providing a more accurate and comprehensive assessment of 

image similarity compared to histogram analysis. However, the findings are constrained 

by the specific scenarios and dataset utilized. Further research with more diverse 

empirical data is required to generalize these results across a broader range of CCTV 
conditions. 
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1. INTRODUCTION 

The use of video surveillance technologies such as CCTV [1] has become increasingly common in a 

variety of applications, ranging from public safety [2] to business surveillance[3]. Analyzing and comparing 

images generated by CCTV systems is essential in ensuring safety and security [4]. One method that can be 

used to measure image similarity is the Pearson correlation. Pearson correlation measures the linear 

relationship between two variables, which can be applied to image data to identify how similar two images 

are. 

Pearson correlation, first introduced by Karl Pearson, is used extensively in statistical analysis to 

measure the strength and direction of a linear relationship between two variables [5], [6]. In the context of 

image analysis, Pearson correlation can be used to compare the pixel values of two images, resulting in a 

coefficient that indicates the degree of similarity between the images. This method is beneficial in CCTV 

applications, where identification and identity verification from video footage is crucial, especially in cases 

of forensics or criminal investigations [7], [8], [9], [10]. 

Previous research has shown that Pearson correlation can be used to identify similarities between 

different types of images, including medical images such as CT scans and MRIs. In a study by [11], a 

significant relationship was found between features extracted from CT scans and MRI images, with the 

correlation coefficient reaching 0.93 for texture features, demonstrating the potential application of Pearson 

correlation in broader image analysis. The use of Pearson correlation in the context of CCTV has been tested 

in various studies that demonstrate its effectiveness in improving face identification accuracy from low-

quality footage. For example, research has shown that a gradual decrease in image resolution affects face 

identification accuracy. Still, using averaged images from multiple low-quality images can improve 

identification performance by humans and computer systems. Furthermore, research by [12] found that 

providing numerous photos of the search target consistently improved performance in searching for specific 

individuals in CCTV footage. This study confirms that variability in the appearance of individuals in images 

helps improve search efficiency in the context of CCTV surveillance. In addition, another study by [13] 

showed that using averaged images consisting of multiple poor-quality images can significantly improve face 

identification accuracy in forensic settings. This finding has important implications for forensic settings 

where faces are identified from low-quality images such as CCTV footage. 

Using Pearson correlation to compare images, we can quantitatively measure the similarity between 

images, which is useful in various practical applications. For example, security surveillance needs to compare 

images from CCTV footage with photos from a database to identify specific individuals. Implementing the 

Pearson correlation algorithm in Python also allows for broader applicability and automation in image 

analysis. Implementing this algorithm in Python can be done quickly using libraries such as OpenCV [14] 

for image processing and SciPy [15] or statistical calculations. The steps in this implementation involve 

reading and converting images into arrays, normalizing pixel values, and calculating the Pearson correlation 

coefficient between two images. This process improves efficiency and accuracy in image-based identity 

recognition and verification. 

In this research, we aim to implement the Pearson correlation method in Python to measure the 

similarity of CCTV images. By doing this, we hope to provide an effective and efficient solution for security 

surveillance applications that require fast and accurate image analysis and verification. This implementation 

is expected to significantly contribute to the security surveillance and forensics field, as well as open up 

opportunities for further research in image analysis using other statistical techniques. This research will 

further examine the effectiveness of the Pearson correlation method in a broader context and explore the 

potential for developing more sophisticated algorithms to improve accuracy and efficiency in image analysis. 

Thus, the results of this research can provide a solid foundation for further applications in various fields that 

require accurate and efficient image analysis. 

 

2. RESEARCH METHODS 

This research uses a quantitative approach with experiments to develop and test the functionality of a 

Python program capable of analyzing the similarity between CCTV-captured images with correlation 

analysis. We selected several experimental scenarios to ensure systematic testing of the effectiveness of the 
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Pearson correlation method in measuring image similarity and evaluate the program's ability to process and 

analyze image data.. 

The primary data source in this research is a collection of CCTV images stored in a digital folder. The 

images were obtained from CCTV surveillance systems installed in the researcher's house (the living room 

and the front). The CCTV camera used is the Xiaomi Smart Camera C300, with the resulting image measuring 

2304 x 1296. The data collection technique collects the image files and stores them in a particular directory, 

which the developed Python program will then access. 

Data analysis was conducted through several steps. First, the CCTV-captured images are converted 

into numerical data using pixel intensity representation [16], [17]. There are many ways to convert numerical 

data, but this study will first convert the image into grayscale form. Converting an image to grayscale before 

the conversion process to numeric form is an essential step in image analysis for several reasons. First, it 

reduces the dimensionality of the data by summarizing information from three color channels (red, green, 

blue, or RGB) into a single intensity channel, making analysis more straightforward and efficient [18]. 

Secondly, in many applications, what matters more is the pixel intensity or light-dark value rather than the 

color information, and grayscale captures this intensity more clearly. It also ensures consistency in analysis, 

where each pixel has only one value, which facilitates direct comparison between images. In addition, 

reducing data channels from three to one reduces the computational burden, making the analysis process 

faster and resource-efficient. Therefore, conversion to grayscale before analysis is a wise move to simplify 

the process and focus on the most relevant aspects of the image [19]. Each pixel is converted into numerical 

data after the image is converted to grayscale. For example, if the image is 1980 x 1080 pixels, then the 

converted variable's amount of data (n) is 2138400. The value ranges from 0 to 255, where 0 represents black 

and 255 represents white. 

This conversion allows the images to be quantitatively analyzed using Pearson correlation [20]. Once 

the image data has been converted into numerical form, the Python program developed then calculates the 

Pearson correlation coefficient between pairs of images to measure their degree of similarity. The Pearson 

Correlation formula is written as follows: 

r =
∑ (xi − x̅)(yi − y̅)n

i=1

√∑ (xi − x̅)2n
i=1 √∑ (yi − y̅)2n

i=1

 (1) 

Where: 

• r  the Pearson correlation coefficient, 

• n  the amount of data, 

• xiis the value at the i-th data point of the first variable, 

• yi is the value at the i-th data point of the second variable, 

• �̅� is the average value of the first variable, 

• �̅� is the average value of the second variable. 

The Pearson correlation coefficient (r) measures the strength and direction of the linear relationship between 

two variables. The value of r can range from -1 to 1 [21], where: 

• Values close to 1 indicate a strong positive linear relationship between two variables. That is, as one 

variable's value increases, the other variable's value also increases. 

• A value close to -1 indicates a strong negative linear relationship between two variables. This means that 

as one variable's value rises, the other variable's value decreases. 

• Values close to 0 indicate no strong linear relationship between two variables. 

In the context of images and Pearson correlation, each image after being flattened can be considered 

one "variable," with each flattened pixel being one "observation" or data point in that variable. A Pearson 

correlation is then calculated between the pair of images to assess how similar (or different) the pixel intensity 

distributions are between the two images. A correlation value close to +1 indicates high similarity between 

the two images, while a value close to 0 indicates no linear relationship. This research method is expected to 
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generate a deep understanding of the application of Pearson correlation in CCTV image similarity analysis 

and develop an effective tool to assist in CCTV image-based security surveillance systems. 

 

3. RESULTS AND DISCUSSION 

3.1 Scenario 1: Static Observation in Workspace 

In the first scenario, we collected CCTV images from the living room. These images were taken with 

the same lighting conditions and viewing angles to ensure that the differences between the pictures were 

minimal, the only slight difference being the chair being shifted slightly. The purpose of this scenario is to 

measure the level of similarity between relatively similar images. The center room CCTV images can be seen 

in Figure 1. 

 

   
(a) (b) 

  
(c) (d) 

  
(e) 

Figure 1. Living room 

(a) 04:05:44 (b) 04:06:11 (c) 04:06:17 (d) 04:07:06 (e) 04:07:29 

The five images in Figure 1 presented show the same viewpoint of a room that appears to be a 

workspace or study with classic decor. In each image, the camera position, viewpoint, and main elements of 

the room do not change significantly, but some minor differences can be observed as time passes. The results 

of converting images into numbers can be seen in Table 1. 
Table 1. Convert Images to Numbers 

No A.jpg B.jpg C.jpg D.jpg E.jpg 

0 0 0 0 0 0 

1 0 0 0 0 0 

2 0 0 0 0 0 

3 0 0 0 0 0 

4 0 0 0 0 0 
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No A.jpg B.jpg C.jpg D.jpg E.jpg 

... ... ... ... ... ... 

2985979 157 158 157 168 160 

2985980 159 158 157 168 161 

2985981 160 158 157 162 162 

2985982 160 159 158 155 162 

2985983 161 159 160 151 163 

 

The results in Table 1 if packaged in the form of a histogram will produce the histogram in Figure 2. 

   
(a)                                                                                (b) 

  
(c)                                                                                (d) 

  
(e) 

Figure 2. Histogram of living room images 

The histogram results of the five images in Figure 2 show the distribution of pixel intensities in 

grayscale form, providing a more detailed picture of the visual characteristics of each image. These 

histograms generally show a uniform distribution with peaks at certain pixel intensities, reflecting the lighting 

and contrast conditions in the photos. In such histograms, there are minor variations from one image to 

another, which may result from changes in the intensity of natural or artificial light in the room or even small 

shifts in the position of objects that affect the light distribution in the image. The peaks of the distribution 

tend to be in the center of the spectrum, indicating that the majority of pixels in the image are of medium 

intensity, without too many very bright or dark areas. In addition, the consistent shape of the histogram also 

indicates that the photos were taken under relatively stable lighting conditions, with little change that might 

be caused by slight movements of the object or minor changes in the light source. Overall, analysis of these 
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histograms shows that the images have similar visual characteristics, with the distribution of pixel intensities 

showing no drastic changes from one image to another. 

After running the program for scenario 1, the correlation results of the five images in Figure 1 are 

presented in Table 2. 

Table 2. Pearson Correlation Matrix in Scenario 1 

Image a b c d e 

a 1.000 0.934 0.963 0.947 0.947 

b 0.934 1.000 0.924 0.959 0.960 

c 0.963 0.924 1.000 0.937 0.937 

d 0.947 0.959 0.937 1.000 0.995 

e 0.947 0.960 0.937 0.995 1.000 

 

The correlation matrix results in Table 2 show the degree of similarity between the five images 

represented by the labels a, b, c, d, and e. The correlation between each pair of images ranges from 0.924 to 

0.995, indicating that these images have a very high degree of similarity. Starting from Figure 1a, we see 

that this image has the highest correlation with Figure 1c (0.963), indicating that pixel distribution is almost 

identical. Figure 1a also has a reasonably high correlation with Figures 1d and Figure 1e (0.947), as well 

as a slightly lower one with Figure 1b (0.934). This suggests that Figures 1a and Figure 1c may have the 

most similar visual content, while Figures 1a and Figure 1b, while still very similar, show slightly more 

differences. Furthermore, Figure 1b has the highest correlation with Figures 1e (0.960) and Figure 1d 

(0.959), indicating that Figure 1b is more similar to Figure 1e and Figure 1d compared to Figure 1c (0.924). 

Figure 1d and Figure 1e, show higher similarity than other pairs, for example, between Figure 1d and 

Figure 1e, show a higher degree of similarity compared to other pairs, for example between Figure 1b and 

Figure 1c. From the perspective of similarity, these images were taken under almost the same conditions, 

with a few minor variations occurring due to insignificant changes in object movement. 

3.2 Scenario 2: Monitoring Gate Activity in the Morning 

In the second scenario, as seen in Figure 3, the five images taken in front of the house show a similar 

point of view, focusing on the area in front of the house that includes the iron fence, two parked cars, and a 

small portion of the street and neighborhood. These images show a moment that occurred in the early morning 

hours, as indicated by the time on the image, around 04:16. To the naked eye, these images show activity 

around the house's gate. Figure 3a shows a man seen from behind moving around the gate area. In Figure 

3d, another man can also be seen near the entrance, while in Figure 3e, the figure appears to be closer to the 

CCTV. While Figure 3c shows a vehicle passing by on the road, Figure 3b does not show any such vehicle. 

The neighborhood around the house looks quiet, with the classically ornate iron fence and the small tree near 

the gate as prominent visual elements. The cars parked in front of the house also appear consistent in each 

image, creating the impression that the shooting location has not changed. These images capture a quiet 

morning with minimal human activity around the house area. 

 

  
(a) (b) 
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(c) (d) 

  
(e) 

Figure 3. Mushola 

(a) 04:10:24 (b) 04:12:39 (c) 04:13:03 (d) 04:16:04 (e) 04:16:36 

Like before, if Figure 3 is converted into numbers, it will produce data as in Table 3. 

Table 3. Pearson Correlation Matrix in Scenario 1 

No A.jpg B.jpg C.jpg D.jpg E.jpg 

0 0 0 0 0 0 

1 0 0 0 0 0 

2 0 0 0 0 0 

3 0 0 0 0 0 

4 0 0 0 0 0 

... ... ... ... ... ... 

2985979 177 175 176 178 138 

2985980 176 174 176 178 130 

2985981 176 175 176 178 128 

2985982 176 175 176 178 132 

2985983 176 175 176 178 135 

 

If the data in Table 3 is made into a histogram, it will produce a histogram that can be seen in Figure 

4. 

   
(a)                                                                                (b) 
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(c)                                                                                (d) 

  
(e) 

Figure 4. Histogram of living room images 

The histogram results in Figure 4 derived from Figure 3 taken in front of the house, give an idea of 

the intensity distribution of the pixels in each image. These histograms generally show a uniform distribution, 

with most pixels in the middle-intensity range. This reflects the fairly consistent lighting conditions in the 

neighborhood when we took the images due to the illumination from the lights around the house area in the 

early morning hours. Some minor differences can be observed between the histograms of the images. Images 

that show the male figure closer to the light source tend to have slight peaks at higher intensities, reflecting 

the brighter areas in the image. In contrast, images with the male figure farther away from the light source or 

when the gate is open may show a slight dip in the high intensities due to the light distribution becoming 

more even or the presence of additional shadows. In addition, these subtle variations in pixel intensity 

distribution may also indicate slight differences in camera position, changes in viewing angle, or shifts in 

objects within the frame. Overall, however, these histograms show that the images were taken under similar 

lighting conditions, with the pixel intensity distribution showing no significant changes from one image to 

another. This indicates that the photos are highly comparable regarding exposure and contrast, with variations 

occurring mainly in the mid-intensity area. 

After running the program for scenario 2, the correlation results of the five images in Figure 3 are 

presented in Table 4. 

Table 4. Pearson Correlation Matrix in Scenario 2 

Image a b c d e 

a 1.000 0.909 0.918 0.916 0.889 

b 0.909 1.000 0.971 0.980 0.954 

c 0.918 0.971 1.000 0.977 0.949 

d 0.916 0.980 0.977 1.000 0.962 

e 0.889 0.954 0.949 0.962 1.000 

The Pearson correlation results of the five new images taken in front of the house showed a very high 

degree of similarity between the images, with correlation values ranging from 0.892 to 0.982. This high 

correlation indicates that the images have similar pixel distributions, which means that the visuals of these 

images are almost identical to each other. Images B and C have the highest correlation value (0.982), 

indicating that pixel distribution is nearly similar. This suggests that only a slight change has occurred 

between these two images regarding lighting, object position, and camera viewpoint. In contrast, images A 

and E show the lowest correlation value (0.892). While this value is still very high, it indicates a difference 
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between the two images. This is because image E changes due to the presence of a male figure positioned 

close to the CCTV. The slightly lower correlation compared to the other image pairs indicates that minor 

differences can be observed, although they are insignificant. Overall, these Pearson correlation results 

confirm that the five images are very similar, with only slight variations between them. This indicates that 

these images were taken under almost the same conditions, with some minor differences that may be due to 

the movement of objects or the presence of new objects. This high correlation also indicates that the images 

can be considered very similar in the context of visual analysis. 

3.3 Discussion 

Regarding a more effective method for assessing image similarity, looking at the results, Pearson 

correlation is considered superior to histograms for several vital reasons. Pearson correlation measures the 

strength of the linear relationship between two data sets, thus providing a global picture of the similarity 

between two images. This means that the correlation considers the entire distribution of pixels within the 

image, allowing the detection of small changes or shifts in the image that may not be visible through 

histogram analysis. Meanwhile, a histogram only gives the frequency distribution of pixel intensities without 

considering the spatial position of the pixels. This makes the histogram less sensitive to minor differences 

scattered throughout the image. By considering the linear relationship between each pixel in two images, 

Pearson correlation provides a more accurate and comprehensive measure of how similar two images are. 

Therefore, in image analysis requiring detailed similarity assessment and sensitivity to slight variations, 

Pearson correlation is considered a more robust and informative than histogram. 

 

4. CONCLUSIONS 

In conclusion, Pearson correlation offers a superior method to histograms in assessing image similarity. 

Pearson correlation provides a comprehensive and accurate measurement by considering the linear 

relationship between all pixels in two images, thus being able to detect slight differences that may not be 

detected through histograms. While histograms only provide the frequency distribution of pixel intensities 

regardless of their spatial position, Pearson correlation considers the entire pixel distribution globally, making 

it more sensitive to slight variations significant in image analysis. Therefore, for analysis purposes that require 

in-depth and accurate similarity assessment, Pearson correlation is a better choice. 
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