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ABSTRACT 

Article History: 
Changes in the Consumer Price Index (CPI) over time reflect the rate of increase (inflation) 

or decrease (deflation) of goods and services for daily household needs. The CPI and 

inflation serve as barometers for economic growth stability, as controlled inflation can 

increase people's purchasing power over time. According to the Central Statistics Agency 

(2023), in December, the year-on-year (y-o-y) inflation for five cities in South Sulawesi 

(Bulukumba, Watampone, Makassar, Parepare, and Palopo) was 2.81 percent, with a CPI 

of 117.35. Of the five cities, the highest y-o-y inflation occurred in Makassar at 2.89 percent, 

with a CPI of 117.49, while the lowest y-o-y inflation occurred in Palopo at 2.21 percent, 

with a CPI of 115.60. CPI forecasting is one way to predict future inflation values. This study 

aims to develop the best GSTAR model for forecasting CPI data for five cities in South 

Sulawesi, a topic that has not been extensively covered in previous research. The goal is to 

provide valuable information for maintaining CPI stability in South Sulawesi and to support 

the formulation of better economic policies. The study focuses on five cities within South 

Sulawesi, where direct relationships between cities are possible, allowing the spatial model 

to be limited to the first-order. The data used in this study consists of monthly CPI data from 

January 2014 to March 2023. The location weights used in the model include uniform 

weights, inverse distances, and normalized cross-correlations. The model development steps 

include testing for data stationarity, determining the space-time sequence, calculating 

location weights, estimating parameters, testing model adequacy, comparing Root Mean 

Square Error (RMSE), and selecting the best model for forecasting. The best GSTAR model 

found is GSTAR (1;1)-I(2) with inverse distance weighting, which yielded the smallest RMSE 

value. The results show that the forecasted values closely match the actual values for each 

city from March to September 2023. 
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1. INTRODUCTION 

Forecasting is a technique for estimating a value in the future by taking into account the past and current 

[1]. Forecasting predicts the future quantitatively and qualitatively based on relevant data from the past [2]. 

One of the most developed forecasting methods currently is the time series. A time series is a sequence of 

observations made sequentially in time [3]. 

Time Series model can not only be used for data with one variable (univariate), but also be used for 

data with many variables (multivariate) [4]. Unlike the univariate time series, which only discusses time, the 

multivariate time series also discusses space, a concept known as the space time model [5][6]. Pfeifer and 

Deutsch first introduced the space time model, also known as the Space Time Autoregressive (STAR) model. 

STAR is a multivariate Time series method that involves time and location elements with uniform 

location characteristics [7]. The STAR model produces constant parameter values for all locations, making it 

more applicable to homogeneous locations and less suitable for heterogeneous locations [8] [9]. Therefore, 

this model was then refined through a model that tends to be more flexible in determining its parameters, 

known as Generalized Space time Autoregressive (GSTAR). In the GSTAR model, Autoregressive parameter 

values vary between locations with the assumption that location characteristics are heterogeneous [10]. 

Previous researchers, such as [11], used the GSTAR model to predict inflation on the island of Java 

using a uniform location weighting matrix, resulting in the best GSTAR model (1:1). Researchers [12] used 

normalized cross-correlation and inverse distance location weights to forecast farmer exchange rates in three 

provinces on the island of Sumatra. This research yielded the best model, the GSTAR (1;1)-I(1) model with 

normalized cross- correlation weights. Another study was conducted by [13], which involved modeling the 

inflation value on Sulawesi Island using an inverse distance weighting matrix, resulting in the creation of the 

GSTAR (1;1)-I(1) model. 

Inflation, an economic problem and a phenomenon of monetary policy, is a persistent concern for 

countries such as Indonesia [14]. Inflation is a persistent tendency to increase the prices of goods and services 

in general [15]. Spatial aspects influence the rise and fall of inflation between regions, making regional 

influence study material for predicting inflation values. In addition to spatial influences, past inflation tends 

to shape inflation values. From these two perspectives, we can assert that the information about inflation is a 

product of space and time [16]. If domestic prices of goods and services increase, then inflation will increase. 

 One indicator for determining inflation is the Consumer Price Index (CPI). The Consumer Price Index 

(CPI) is an index that determines the average price change over a specific period, based on a collection of 

goods and services that residents or households have consumed. The public generally consumes a group of 

goods or services, and the CPI calculation aims to determine changes in their prices [17]. The CPI and 

inflation serve as a barometer for the stability of economic growth, as controlled inflation ensures an increase 

in people's purchasing power over time.  According to the Central Statistics Agency (2023), in December 

there was a combined year-on-year (y-on-y) inflation for five cities in South Sulawesi (Bulukumba, 

Watampone, Makassar, Parepare, and Palopo) of 2.81 percent with the Consumer Price Index amounting to 

117.35. Of the five CPI cities in South Sulawesi, the highest (y-on-y) inflation occurred in Makassar at 2.89 

percent, with a CPI of 117.49. Meanwhile, the lowest inflation (y-on-y) occurred in Palopo at 2.21 percent, 

with a CPI of 115.60 [18].  

An increase in the CPI can lead to a rise in the inflation rate. Therefore, we need information that 

accurately describes the state of inflation based on the CPI. Estimating the CPI figures for several future 

periods or forecasts is one possible solution. We expect CPI forecasting to provide relevant information to 

predict future inflation, thereby aiding in the formulation of more effective policies [19].  Based on this, the 

author forecasted CPI data in five cities in South Sulawesi Province: Bulukumba, Makassar, Palopo, 

Watampone, and Parepare. This was done because no previous research had previously applied the GSTAR 

model to forecast CPI data in these cities in South Sulawesi Province. This is important for formulating more 

appropriate and effective economic policies for regions with different characteristics in South Sulawesi. 
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2. RESEARCH METHODS 

2.1 Generalized Space Time Autoregressive Model 

The Generalized Space Time Autoregressive (GSTAR) model is an extension or development of the 
Space Time Autoregressive (STAR) model. The STAR model has constant parameter values everywhere, but 
the GSTAR model has variable autoregressive (AR) parameter values between locations in the form of a 
weighting matrix, which makes it easier to use in a wider range of places [10]. Equation (1) illustrates how 
to write the GSTAR model using (�; ��, ��, ��, … , �
). 
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 is a diagonal matrix autoregressive parameter �
(�), … , �
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 and same goes to �
�(�), �(�)  is a 

weight matrix, �(�) is the matrix residuals in GSTAR model. From Equation (1), if we make it in matrix 
notation, we get Equation (2). 
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For example, in general the GSTAR model in Equation (2) with time order 1 and spatial order 1 at 
different locations or GSTAR (1;1) can be expressed in Equation (3). 
 

 
For example, there are five locations. then we get Equation (4). 
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2.2 Location Weighting 

The GSTAR model frequently uses uniform weights, distance inverse, binary, and cross correlation as 

location weights [20]. This research uses uniform location weights, inverse distances, and normalized cross-

correlation. Data where the locations are homogeneous or have the same distance between them often use 

uniform location weighting, which provides the same weight value for each location. The uniform weighting 

equation is formulated in Equation (5) [21]. 
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where ��2 is the weight between location i and j, 3� is number of locatoins adjacent to the i location. 

Meanwhile, the weight of the distance between i-th location and the j-th location is expressed by Equation 

(6) [20]. 

��2 =
14�2

∑ 14�2
�20�

 
(6) 

 

The weighting matrix is formulated in Equation (7) [21]. 

 

��2 = 6�2(1)
∑ |6 �2(1)|28�  

(7) 

2.3 Research Data 

This case study in GSTAR modeling was applied to forecast the CPI for five cities in South Sulawesi 

Province, namely Bulukumba, Makassar, Palopo, Watampone and Parepare. The data is divided into training 

data and testing data, where the percentage composition used is 90% and 10%. CPI data January 2014-March 

2022 is used as training data, which will be used for GSTAR modeling. Meanwhile, CPI data for April 2022-

March 2023 will be used as testing data to compare the forecasting performance of the GSTAR model. 

Table 1. Research Variables 

No Variable Information 

1 Z� Bulukumba City Monthly CPI 

2 Z� Makassar City Monthly CPI 

3 Z� Palopo City Monthly CPI 

4 Z' Watampone City Monthly CPI 

5 Z( Parepare City Monthly CPI 

 

3. RESULTS AND DISCUSSION 

3.1 Descriptive Analysis 

Descriptive analysis was used to find out the general picture of CPI data in five cities of South Sulawesi 

Province, namely the cities of Bulukumba, Makassar, Palopo, Watampone and Parepare. Table 2 presents 

the descriptive statistics of CPI data in five cities in South Sulawesi Province. 

Table 2. Data Descriptive Statistics CPI in South Sulawesi 

Location N Mean Standard 

Deviation 

Minimum Maximum 

Bulukumba 99 125.2 13.33 104.5 144.8 

Makassar 99 120.9 12.26 104 140 

Palopo 99 119.2 11.20 103.3 136.6 

Watampone 99 118.1 10.58 102.8 135.1 

Parepare 99 117.6 9.39 103.6 132.6 

 

The CPI data pattern can be seen through the Time Series plot of CPI data in five cities in Figure 1. 
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Figure 1.  Plot of CPI Data for Five Cities in South Sulawesi 
 

Figure 1 shows that the movement of CPI data for five cities increased from 2014 to 2019 and 
decreased in 2020. The CPI in 2020 reached its lowest point since 2014, namely 2.04%. One of the reasons 
for this could be the Covid-19 pandemic, which has caused demand for goods and services to decrease 
significantly. 

3.2 GSTAR Model Identification 

The GSTAR model has two orders, namely time order and spatial order. Generally, one can limit the 

spatial order to the first order, and determine the time order by looking at the optimal lag length in the VAR 

model. The Schwarz Information Criterion (SIC) selects the optimal lag length in the VAR model based on 

its smallest value. Table 3 presents the SIC value of CPI data for five cities in South Sulawesi. 

Table 3. SIC Value of CPI Data 

Lag SIC 

1 -3 .3 514 

2 - 2.3276 

3 -1.3820 

4 -0.5685 

5 0.0458 

6 1.0945 

7 2.1130 

8 2.9606 

9 3.9383 

10 4.2443 

 

Table 3 shows that the SIC value, which is -3.0870 at lag 1, has the smallest value, leading to the 

formation of the VAR model with order p = 1. We used data that underwent differentiation. So the model 

formed is VARIMA (1, 2.0). 
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3.3 Location Weight 

  
Figure 2.  Map of Cities in South Sulawesi 

 

This research uses uniform location weights, inverse distances, and normalized cross-correlation. The 

following formula forms the uniform weight matrix: 
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Meanwhile, the inverse distance matrix obtained is: 
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And the cross-correlation matrix formed is: 
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3.4 White Noise Residual Test 

We conduct the model suitability test to verify the fulfillment of the model's assumptions. Table 4 

presents the results of the residual white noise assumption test for each local weight in the GSTAR (1;1)-I(2) 

model. 

Table 4. Test of White Noise Residual Assumptions of the GSTAR Model (1;1)-I(2) 

Location Weight Statistics Df p-value Decision 

Uniform Weight 35.14293 25 0.0856 White Noise 

Distance Inverse 

Weights 

32.93248 25 0.1328 White Noise 

Cross Correlation 

Normalized Weights 

33.41513 25 0.1210 White Noise 

Parepare 

Makassar 

Bulukumba 

Watampone 

Palopo 
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The white noise residual test results in Table 4 demonstrate that the GSTAR model residuals (1;1)-

I(2) from each location weight have met the residual assumptions, as evidenced by the resulting p-value is 

more than 0.05. 

3.5 Selection of the Best Model 

We determine the best location weight by comparing the accuracy of the forecast with the actual value 

of each GSTAR (1;1)-I(2) model and looking at the smallest RMSE value for each location weight that meets 

the white noise assumption. Table 5 presents a comparison of the RMSE of each location weight in the 

GSTAR(1;1)-I(2) model. 

               Table 5. Comparison of RMSE for Each Location Weight in the GSTAR(1;1)-I(2) 

 
The RMSE comparison of each location weight of the GSTAR (1;1)-I(2) model, based on Table 4, 

yields the smallest average RMSE value using the inverse distance weight, which is 1.2768. 

3.6 CPI Data Forecasting 

We forecast CPI data for five cities using the best model for the next 8 months, from April 2023 to 

September 2023. We use Model GSTAR (1;1)-I(2) with inverse distance weighting to forecast CPI data for 

five cities. Figure 2 presents the forecast results with inverse distance weights where the blue line is the 

actual data and the red line is the forecast data. 

  
(a) (b)                                                                              

Location 
RMSE 

Uniform Weight Distance Inverse Weights Cross Correlation Normalized Weights 

Bulukumba 1.2972 0.8303 0.8196 

Makassar 1.3762 1.3781 1.3769 

Palopo 1.3837 1.3872 1.3839 

Watampone 2.0327 1.2894 1.3832 

Parepare 1.5020 1.4989 1.5004 

Average 1.5184 1.2768 1.2928 



382 Zaki, et al.     APPLICATION OF THE GENERALIZED SPACE TIME AUTOREGRESSIVE (GSTAR) METHOD…  

 

  
(c)                                                                                       (d) 

  
                                                      (e) 

Figure 2. The Plot of Actual and Forecast Data of the CPI in Five Cities of South Sulawesi,  

(a) Bulukumba, (b) Makassar, (c) Palopo, (d) Watampone, (e) Parepare 

 

 The forecast results of the GSTAR (1;1)- I(2) model with inverse distance location weights closely 

match the actual values in each city from March to September 2023, with Bulukumba in April 2023 and 

Makassar in August 2023 showing the closest match to the actual data. This indicates that the CPI forecast 

results for five cities can be accurately predicted. 

4. CONCLUSIONS 

The model obtained from the GSTAR model is the GSTAR (1;1)-I(2) model. The time order used is 

the order p = 1, which is obtained through Vector Autoregressive (VAR) identification by looking at the 

optimal lag length using the Schwarz Information Criterion (SIC) criterion, which is selected based on the 

smallest value. We utilized data that underwent two differentiations. The GSTAR (1;1)-I(2) model, which 

uses inverse distance weights, yields the best GSTAR model, meeting white noise assumptions and producing 

model residuals with the smallest average RMSE value, 1.2768. 

ACKNOWLEDGMENT  

The author and the research team expressed their gratitude to the Mathematics Study Program of the 

State University of Makassar for their assistance in implementing this research. 

 

 



BAREKENG: J. Math. & App., vol. 19(1), pp. 0375- 0384, March, 2025.     383 

 

REFERENCES 

 

[1] Aswi and Sukarna, Analisis Deret Waktu: Teori dan Aplikasinya, 2th ed. Andira Publisher, Makassar, 2017. 

[2] C. A. Melyani, A. Nurtsabita, G. Z. Shafa, and E. Widodo, “Peramalan Inflasi Di Indonesia Menggunakan Metode 

Autoregressive Moving Average (Arma),” J. Math. Educ. Sci., vol. 4, no. 2, pp. 67–74, 2021, doi: 10.32665/james.v4i2.231. 

[3] G. M. Box, G. E., Jenkins, G. M., Reinsel, G. C., Ljung, Time Series Analysis Forecasting and Control, 5th ed. Wiley, 2015. 

[4] W. W. S. Wei, Multivariate Time Series Analysis and Aplications, 1th ed. Wiley, 2019. doi: DOI:10.1002/9781119502951. 

[5] P. R. Arum, A. R. Indriani, and M. Al Haris, “Forecasting the Consumer Price Index With Generalized Space-Time 

Autoregressive Seemingly Unrelated Regression (Gstar-Sur): Compromise Region and Time,” BAREKENG J. Ilmu Mat. dan 

Terap., vol. 17, no. 2, pp. 1183–1192, 2023, doi: 10.30598/barekengvol17iss2pp1183-1192. 

[6] F. B. Wijaya, I. M. Sumertajaya, and Erfiani, “Comparison of Autoregressive (AR), Vector Autoregressive (VAR), Space Time 

Autoregressive (STAR), and Generalized Space Time Autoregressive (GSTAR) in forecasting (Case: Simulation study with 

autoregressive pattern),” Int. J. Appl. Eng. Res., vol. 10, no. 21, pp. 42388–42395, 2015. 

[7] A. S. Mansoer, Tarno, and Y. Wilandari, “Pemodelan Seasonal Generalized Space Time Autoregressive (SGSTAR),” Gaussian, 

vol. 5, no. 4, pp. 593–602, 2016. 

[8] A. D. Sulistyono, H. Hartawati, N. W. Suryawardhani, A. Iriany, and A. Iriany, “Cross-Covariance Weight of GSTAR-SUR 

Model for Rainfall Forecasting in Agricultural Areas,” CAUCHY J. Mat. Murni dan Apl., vol. 6, no. 2, pp. 49–57, 2020, doi: 

10.18860/ca.v6i2.7544. 

[9] M. S. Akbar et al., “A Generalized Space-Time Autoregressive Moving Average (GSTARMA) Model for Forecasting Air 

Pollutant in Surabaya,” J. Phys. Conf. Ser., vol. 1490, no. 1, 2020, doi: 10.1088/1742-6596/1490/1/012022. 

[10] A. N. Islamiyah, W. Rahayu, and E. D. Wiraningsih, “Pemodelan Generalized Space Time Autoregressive (GSTAR) dan 

Penerapannya pada Penderita TB Paru (BTA+) di DKI Jakarta,” J. Stat. dan Apl., vol. 2, no. 2, pp. 36–48, 2018, doi: 

10.21009/jsa.02205. 

[11] M. I. T. Mario, Kartiko, and R. D. Bekti, “Pemodelan Generalized Space Time Autoregressive (Gstar) Untuk Peramalan Tingkat 

Inflasi Di Pulau Jawa,” J. Stat. Ind. dan Komputasi, vol. 06, no. 02, pp. 171–184, 2021. 

[12] F. N. Aryani, S. S. Handajani, and E. Zukhronah, “Application of Generalized Space Time Autoregressive Model on Farmer 

Exchange Rate Data in Three Provinces of The Sumatera Island,” J. ILMU DASAR, vol. 21, no. 2, p. 97, 2020, doi: 

10.19184/jid.v21i2.17226. 

[13] Nur’Eni, D. Lusiyanti, and I. Gunawan, “Identifikasi Model Generalized Space-time Autoregressive (GSTAR) untuk Nilai 

Inflasi di Pulau Sulawesi,” J. Ilm. Mat. Dan Terap., vol. 18, no. 1, pp. 75–83, 2021, doi: 10.22487/2540766x.2021.v18.i1.15522. 

[14] A. T. subekti, “Kajian Inflasi Dan Dampaknya Terhadap Pertumbuhan Ekonomi Di Kota Jambi Tahun 2022 Study Of Inflation 

And Its Impact On Economic Growth In The City Of Jambi In 2022,” Khanza Intelekt., vol. 7, pp. 1–14, 2023, [Online]. 

Available: https://doi.org/10.37250/newkiki.v4i1.200 

[15] A. Fitri, A. F. Zohra, and M. H. Nasution, “Peramalan Laju Inflasi Bulanan Kota Padang Menggunakan Metode Triple 

Exponential Smoothing,” vol. 21, no. 2, pp. 1–10, doi: 10.22437/jiseb.v21i2.6050. 

[16] D. Lusiyanti et al., “Identifikasi Model Generalized Space- Time Autoregressive ( Gstar ) Untuk Nilai Inflasi Di Pulau Sulawesi,” 

vol. 18, pp. 75–83, 2021. 

[17] BPS, “indeks harga konsumen 90 kota di indonesia (2018=100).” [Online]. Available: 

https://www.bps.go.id/id/publication/2023/04/06/70bd1eeae8327d209f9d3340/indeks-harga-konsumen-90-kota-di-indonesia-

2022--2018-100-.html 

[18] BPS, “Berita Resmi Statistik,” Bps.Go.Id, p. 1, 2024, [Online]. Available: 

https://sulsel.bps.go.id/id/pressrelease/2024/01/02/785/desember-2023--inflasi-year-on-year--yoy--gabungan-lima-kota-ihk-

di-sulawesi-selatan-sebesar-2-81-persen.html 

[19] D. R. Prama, T. Notapiri, and B. N. Ruchjana, “Model Space-Time Autoregressive Integrated (STARI) pada Peramalan Indeks 

Harga Konsumen (IHK) di Kota Bogor, Depok, dan Bekasi,” Stat. J. Theor. Stat. Its Appl., vol. 22, no. 1, pp. 65–76, 2022, doi: 

10.29313/statistika.v22i1.1086. 

[20] A. P. Muzdhalifah, T. Tarno, and P. Kartikasari, “Penerapan Model Generalized Space Time Autoregressive (Gstar) Untuk 

Meramalkan Penerbangan Domestik Pada Tiga Bandar Udara Di Pulau Jawa,” J. Gaussian, vol. 11, no. 3, pp. 332–343, 2023, 

doi: 10.14710/j.gauss.11.3.332-343. 

[21] E. Siswanto, H. Yasin, and S. Sudarno, “Pemodelan Generalized Space Time Autoregressive (Gstar) Seasonal Pada Data Curah 

Hujan Empat Kabupaten Di Provinsi Jawa Tengah,” J. Gaussian, vol. 8, no. 4, pp. 418–427, 2019, doi: 

10.14710/j.gauss.v8i4.26722. 

 

  



384 Zaki, et al.     APPLICATION OF THE GENERALIZED SPACE TIME AUTOREGRESSIVE (GSTAR) METHOD…  

 

 


