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ABSTRACT 

Article History: 
Hypertension is a serious concern because of its significant impact on public health, 

especially in the context of lifestyle changes and specific health conditions. One method for 

grouping patients based on complex clinical data is the Clustering method. This research 

type is quantitative, namely taking or collecting the necessary data and then analyzing it 
using the K-Medoids and K-Prototypes methods. The K-Medoids method is more resistant to 

outliers and noise than the K-Means method, which is more suitable for this research. The 

K-Prototypes method can handle mixed numerical and categorical data, effectively grouping 
hypertensive patients based on different variable categories. This research used the K-

Medoids and K-Prototypes grouping methods to categorize patients into risk categories 

based on gender, age, family history of hypertension, smoking status, pulse rate, and 

increased systolic and diastolic blood pressure. The Elbow and Silhouette Coefficient 
methods were applied to evaluate the data and determine the optimal number of clusters for 

dividing patients into low-risk and high-risk hypertension groups. The analysis revealed that 

two clusters are the optimal solution. The clustering results show K-Medoids' superiority in 

grouping data with higher Silhouette Coefficient values compared to K-Prototypes. Overall, 
the K-Medoids and K-Prototypes algorithms can detect early hypertension risk by dividing 

patients into different risk groups. Although the clustering results are still weak, these two 

methods show potential in helping health institutions identify and treat hypertension risk in 

Indonesia. 
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1. INTRODUCTION 

Hypertension, or high blood pressure, is one of the leading health problems faced by people throughout 

the world. Hypertension is a condition with an abnormal increase in systolic and diastolic pressure. A person 

is categorized as suffering from hypertension if their systolic or diastolic blood pressure exceeds 140/90 

mmHg, while normal blood pressure is 120/80 mmHg. The International Society of Hypertension (ISH) 

categorizes blood pressure (BP) into four classifications: normal (<130/85 mmHg), high-normal (130–

139/85–89 mmHg), grade 1 hypertension (140–159/90–99 mmHg), and grade 2 hypertension (≥160/100 

mmHg) [1]. Hypertension is closely related to lifestyle changes, consumption of foods high in fat, cholesterol 

levels, lack of physical activity, and stress [2]. Handling hypertension is a national priority in the non-

communicable disease category. Several health institutions have conducted research to identify risk factors 

for non-communicable diseases, including hypertension. Hypertension requires serious attention because the 

death rate associated with this disease continues to increase. From 1975 to 2015, the number of adults with 

high blood pressure more than doubled, rising from 594 million to 1.13 billion, primarily in low- and middle-

income countries. This increase is mainly due to population growth and aging [3].  

Early detection through an Early Alert System (EAS) is a strategy for managing hypertension. 

However, the current EAS may face challenges in accurately categorizing patients due to the diverse risk 

factors for hypertension. While EAS primarily relies on quantitative data such as blood pressure, hypertension 

risk factors also include categorical data like family history, smoking habits, and dietary patterns [4]. Thus, 

a method is required to perform an early classification of hypertension risk based on the patient's condition, 

which includes a combination of categorical and numerical health indicators. 

The healthcare sector is increasingly dependent on advances in data-driven information technology. 

These advancements play an important role in finding patterns in patient data, which in turn can help with 

disease diagnosis [5]. Clustering methods are one of the tools that can be used to analyze and group this data 

into meaningful categories. Clustering is a multivariate analysis technique. According to [6], multivariate 

analysis is a joint analysis with more than two variables in the observations. Clustering algorithms are usually 

applied only to categorical or numerical data. However, since patient data often contains both types (mixed 

data), traditional clustering algorithms such as K-Means and Hierarchical clustering face limitations. The K-

Medoids and K-Prototypes algorithms are specifically designed to address this issue by clustering mixed 

categorical and numerical data.  

The K-Medoids and K-Prototypes algorithms can be applied to classify the risk of hypertension by 

grouping patients into different risk categories based on their clinical data. The K-Medoids method is a 

development of the K-Means method where the mean is very susceptible to outliers. Outliers with extreme 

values can change the average of most of the data, causing data imbalance. According to [7], the K-means 

method will be more sensitive to data containing outliers because it uses the mean to measure the middle 

value. K-Medoids is a development of the K-Means algorithm, which uses median or medoid values as the 

cluster center, so it is more resistant to outliers [8]. K-Prototypes is a clustering algorithm that is an extension 

of K-Means and K-Modes, designed to handle clustering on data with both numerical and categorical 

attributes [9]. Therefore, this algorithm is suitable for use with the data in this research. 

Several previous researches using K-Medoids include [10] conducting groupings based on toddler 

measles immunization data in Indonesia, [11] clustering ulcer disease in Karawang Regency, [12] clustering 

the spread of COVID-19 in Indonesia, [13] clustering crime patterns in Yogyakarta. Meanwhile, previous 

research that used K-Prototypes included [14] detecting mortality factors in heart failure patients and [15] 

conducting cluster analysis on various data sets using the K-Modes and K-Prototypes algorithms. Based on 

previous research and the characteristics of research data, which consists of mixed data, the author is 

interested in conducting scientific research titled “Implementation of K-Medoids and K-Prototypes 

Clustering for Early Detection of Hypertension Disease”. 

 

2. RESEARCH METHODS 

This research employs quantitative methods, gathering and analyzing data from the Haji Makassar 

Regional General Hospital. This data is provided with the permission of the hospital through the South 

Sulawesi Department of Investment and One-Stop Integrated Services (PTSP), starting from October 31, 



BAREKENG: J. Math. & App., vol. 19(1), pp. 0465 - 0476, March, 2025.     467 

 

 

2023. The data, encompassing 70 patient medical records from December 2022 to June 2023, focuses on 

patients diagnosed with hypertension in Makassar City. K-Medoids and K-Prototypes algorithms will then 

be applied to analyze this data. 

 

2.1 K-Medoids Algorithm  

 The K-Medoids algorithm can overcome the problems of outliers, extreme data distances, and noise 

because the K-Medoids approach uses the median value of the data, so it remains stable even though there 

are outliers and noise. Therefore, the K-Medoids algorithm is more robust compared to K-Means [16]. The 

algorithm for clustering techniques using the K-Medoids method includes: 

1. Initialize the number of centroids (number of clusters)  

2. Allocate data to the nearest cluster by calculating the distance of each data using Euclidean distance 

𝑑 (𝑥𝑖𝑗 , 𝑦𝑘𝑗) =  √∑ ∑(𝑥𝑖𝑗 − 𝑦𝑘𝑗)
2

𝑛

𝑖=1

𝑝

𝑗=1

(1) 

𝑑 (𝑥𝑖𝑗 , 𝑦𝑘𝑗) : Euclidean distance between the 𝑖th observation of the 𝑗th variable to the centroid       

   of the 𝑘th cluster on the 𝑗th 

𝑥𝑖𝑗  : 𝑖th observation, 𝑗th variable 

𝑦𝑘𝑗  : centroid of the 𝑘th cluster, 𝑗th variable 

𝑝 : number of variables 

𝑛 : number of observations 

3. Randomly select an observation object from each cluster as a new medoid  

4. Calculate the distance of each observation object in each cluster to the new candidate medoids 

5. Calculate the new total distance value and divide it by the old total distance to obtain the total deviation 

(S). If 𝑆 < 0, swap the objects with the cluster data to form a new set of objects as medoids. 

6. Repeat steps 3 to 5 until the medoid does not change again to get the cluster and its members.  

Figure 1 below shows the flowchart of steps 1 through 6 of the K-Medoids algorithm 

 

Figure 1. K-Medoids Flowchart  

Calculate the distance (euclidean) 

Calculate the total distance 

Total new distance – 

total old distance < 0 

End 

No 

Yes 

Cluster results 

Initialize the centroids of 𝑘 clusters 
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2.2 K-Prototypes Algorithm 

K-Prototypes is a development of K-Means, a development carried out by [17] to maintain the 

efficiency of the K-means algorithm when handling large data. It can be applied to numerical and categorical 

data. The algorithm stages of the clustering technique using the K-Prototypes method include: 

1. Determine the number of clusters (𝑘) 

2. Initialize prototypes by randomly assigning initial centroids, denoted as to represent the cluster centers 

3. Compute the initial distances between all observations in the dataset and the initial cluster centroids.  

The core principle behind K-Prototypes is measuring the similarity between data objects and these 

cluster centroids (prototypes). The Euclidean distance metric is used for numerical data to compute this 

similarity. For categorical data, a different metric, the k-modes distance is employed [17]. The following 

is the distance calculation in the k-prototypes algorithm 

𝑑(𝑋𝑖, 𝑍𝑙) =  𝑋𝑖 , 𝑍𝑙  (∑(𝑥𝑖𝑗
𝑟 − 𝑧𝑙𝑗

𝑟 )
2

𝑚𝑟

𝑗=1

) +  𝛾𝑙 ∑ 𝛿 (𝑥𝑖𝑗
𝑐 − 𝑧𝑙𝑗

𝑐 )
1
2

𝑚𝑐

𝑗=𝑙+1

 (2) 

𝑥𝑖𝑗
𝑟   : The value of a specific numerical (𝑟) attribute for observation object 𝑗 

𝑧𝑙𝑗
𝑟   : The average (mean) or prototype value of the 𝑗th numerical attribute (𝑟) for all observation  

          objects within cluster 𝑙 
𝑚𝑟   : The total number of numerical (𝑟) observation objects in the dataset 

𝛾𝑙  : A weight used for categorical observation of objects within the cluster 𝑙. This weight is calculated  

  based on the standard deviation of the corresponding numerical attribute across all  

   observation objects in the cluster. 

𝑥𝑖𝑗
𝑐   : The value of the 𝑖th observation on the 𝑗th categorical attribute (𝑐). 

𝑧𝑙𝑗
𝑐   : The most frequent value (mode) of the jth categorical attribute (𝑐) within cluster 𝑙 

𝑚𝑐  : The total number of categorical (𝑐) observation objects in the dataset 

4. Assign the observation to clusters based on the closest prototype distance from the measured 

observations 

5. Calculate the updated centroid for each cluster once all objects have received assignments 

6. Move all data points in the dataset to the new prototypes 

7. Repeat steps 2 through 6 until reaching the maximum number of iterations, which serves as a termination 

condition, or until the cluster centroid positions no longer change (convergence). 

   Figure 2 below shows the flowchart of steps 1 through 7 of the K-Prototypes algorithm  
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Figure 2. K-Prototypes Flowchart 

2.3 Cluster Evaluation 

1. Elbow Method 

When performing cluster analysis, the elbow method helps us identify the optimal number of clusters 

(𝑘) to create. This method involves plotting a graph where the value increases on one axis and a measure 

of cluster quality (often explained as variance) increases on the other. The ideal value corresponds to an 

"elbow" shape in the graph. This elbow appears as a sharp decrease in the rate of improvement, indicating 

that adding more clusters provides diminishing returns. Alternatively, we can identify the elbow by 

comparing the percentage change in explained variance between adding additional clusters [18]. 

2. Silhouette Coefficient 

The average Silhouette value of each cluster formed will be used to evaluate the quality of the resulting 

cluster. The following is the Silhouette Coefficient calculation 

𝑠(𝑖) =  
𝑏(𝑖) − 𝑎(𝑖)

𝑚𝑎𝑥{𝑎(𝑖), 𝑏(𝑖)}
(3) 

𝒔(𝒊) is the Silhouette Coefficient, 𝒂(𝒊) is the average distance of the 𝒊th object to all objects in A (the 

cluster where the 𝒊th object is located), 𝒃(𝒊) is the neighboring cluster of object (𝒊) which reaches the 

minimum value [19] [20]. To interpret the cluster validation results using the average value of the 

Silhouette Coefficient [21], the range of values and interpretations is in Table 1.  

Table 1. Silhouette Coefficient Range and Interpretation 

Silhouette Coefficient Interpretation 

0.71-1.0 Very Good 

0.51-0.70 Good 

0.26-0.50 Weak 

< 0.25 No Applicable 

 

Yes 

Start 

Data set 

Initialized cluster center 

Dissimilarity, result assigned to the nearest cluster 

No 

Update the cluster center 

Has the cost 

function changed? 

Calculate cost function 

End 

Output cluster result 



470 Hafid, et al.     IMPLEMENTATION OF K-MEDOIDS AND K-PROTOTYPES CLUSTERING FOR EARLY…  

 

According to [22], the Silhouette Coefficient is used to assess the level of confidence in the clustering 

process of an observation. The Silhouette Coefficient value is in the range -1 to 1, with the following 

interpretation: 

a. Values greater than 0: These indicate well-grouped observations. The closer the coefficient gets 

to 1, the higher the confidence that the observation belongs to its assigned cluster.  

b. Values less than 0: These suggest an observation might be misplaced and assigned to the wrong 

cluster.  

c. Value of 0: This indicates the observation sits exactly on the border between two clusters, making 

its cluster assignment uncertain. 

 

2.4 Research Variables 

This research has six variables: (X1) Gender, (X2) Age, (X3) Family History of Hypertension, (X4) 

Smoking habits, (X5) Pulse, and (X6) The level of hypertension which can be seen in Table 2. 

Table 2. Research Variables 

Variable Operational Definition Variable Unit 

X1 The patient's gender consists of male and female. Male / Female 

X2 Patient's age at the time of health examination. Years 

X3 
Whether or not there is a family history of hypertension can 

influence pulse frequency and increase blood pressure. 

Present / Absent 

X4 
A person who is an active smoker or not has a probability of 

developing hypertension. 

Yes / No 

X5 
Frequency or number of times the artery beats in one minute. The 

pulse occurs because of the heart pumping  

(times/minute) 

X6 

Increased blood pressure, both systolic and diastolic pressure. The 

level of hypertension consists of the risk classes Prehypertension, 

Grade 1 Hypertension, and Grade 2 Hypertension. 

Prehypertension, Grade 

1 Hypertension, and 

Grade 2 Hypertension. 

 

2.5 Research Procedures 

The stages of data analysis in this research are as follows:  

1. Convert categorical variables into numerical representations. Converting these numbers allows one to 

use validation techniques such as the Elbow Method and Silhouette Coefficient when evaluating clusters.  

2. Summarize and describe the pertinent features of the research data in terms of central tendency, 

dispersion, and shape of variables. 

3. Apply the K-Medoids and K-Prototypes algorithms to partition the research data into meaningful 

clusters. Both techniques will group observations with similar characteristics together into clusters, 

exposing some latent patterns based on the underlying data structure. 

4. Compute the average silhouette coefficients to evaluate the quality of the generated clusters. Higher 

average Silhouette Coefficient values indicate well-separated and well-defined clusters. 

5. Derive findings and insights from the cluster analysis and validation output. In this final stage, we will 

analyze the nature of each cluster and infer insights about where specific patterns in our data may be 

located. 
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3. RESULTS AND DISCUSSION 

3.1 Result 

3.1.1 Exploratory Data Analysis 

Table 3. Descriptive Statistics of Numerical Variables 

 Min Median Mean Max 

X2 18 58 58.26 88 

X5 68 86 87.96 128 

 

Table 4. Descriptive Statistics of Categorical Variables 

Frequency/ Number of Patients 

X1 X3 X4 X6 

Male = 26 

Female = 44 

Present = 35 

Absent = 35 

Yes = 25 

No = 45 

Prehypertension = 21 

Hypertension Stage 1 = 38 

Hypertension Stage 2 = 11 

Table 3 indicates that individuals ranged in age from 18 to 88 years, with a mean age of 58.26. Pulse 

rates varied between a minimum of 68 times per minute and 128 times per minute. Table 4 illustrates that 26 

males and 44 females were in the study. Among these individuals, 35 had a family history of hypertension, 

while 35 did not. Additionally, 25 participants were smokers, while 45 were non-smokers. Of the total, 21 

individuals had prehypertension, 38 had stage one hypertension, and 11 had stage two hypertension.  

 

3.1.2 Determination of Optimal Clusters using the Elbow and Silhouette Coefficient Methods 

 

(a) 

 

 

 
(b) 

Figure 3. Plot of Optimal Cluster Validation Results with (a) Elbow Method and (b) Silhouette Coefficient 
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Figure 3 illustrates the application of the elbow method to determine the optimal number of clusters. 

This method identifies the point on the graph where the rate of decrease in a cost function (often explained 

as variance) slows down significantly. This "elbow" is interpreted as the optimal number of clusters. In this 

study, the elbow appears at , indicating two clusters as the optimal solution. The findings from the silhouette 

method further reinforce this conclusion. The silhouette method also suggests two clusters as the optimal 

number, demonstrating consistency between the two approaches.  

3.1.3 K-Medoids Cluster Results 

The initial step involved identifying the best cluster number using the elbow and silhouette method. 

Table 5 displays the data distribution resulting from the outcomes of the K-Medoids algorithm, as indicated 

by the plots from the elbow and silhouette methods.  

Table 5. Distribution of Clustering Results Using the K-Medoids Algorithm 

Number of 

Clusters 

Number of Patients in Each Cluster  

1 2 3 4 5 

2 36 34    

3 32 11 27   

4 27 10 16 17  

5 11 18 15 9 17 

 

 

 
Figure 4. K-Medoids Cluster Results 

Figure 4 is a cluster plot illustrating the distribution of patients, with each axis explaining a percentage 

of variability. In this plot, the two clusters are represented by different colors and shapes: cluster 1 is marked 

in red, and cluster 2 is marked in green. Each point on the graph represents a patient, and the lines surrounding 

each group of points indicate the cluster coverage area. Based on the clustering process in Table 5 and Figure 

4, using the K-Medoids clustering method, the number of patients in Cluster 1 (low risk) is 36, and Cluster 2 

(high risk) is 34. Overall, the distribution of points in Figure 4 shows that the K-Medoids algorithm 

successfully separated the data into two main clusters with different patient distributions. 

3.1.4 K-Prototypes Cluster Results 

The K-Prototypes clustering approach requires specifying the initial number of clusters (𝑘) before the 

clustering begins. This study opted to start with  𝑘 = 2. The data used for the analysis, detailed in Table 2, 

comprises four categorical and two numerical variables. It is important to note that the choice of 𝑘 can 

influence the clustering outcome. The algorithm iteratively refines the cluster centers until they stabilize, 

signifying the completion of the clustering process. Table 6 presents the data distribution based on the final 

K-Prototypes clustering results. 
Table 6. Distribution of Clustering Results Using the K-Prototypes Algorithm 

Number of 

Clusters 

Number of Patients in Each Cluster 

1 2 3 4 5 

2 35 35    

3 21 26 23   

4 15 18 21 16  

5 14 19 15 10 12 
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Identifying the most suitable number of clusters is crucial to ensure the results accurately represent 

real-world conditions. This study leverages the elbow and silhouette coefficient methods (presented in Figure 

5) to determine the optimal number of clusters, which is two in this case. 

 
Figure 5. Cluster K-Prototypes Results with 𝒌 =  𝟐. 

Based on the clustering process in Table 5, Table 6, and Figure 5, using the K-Prototypes clustering 

method where 𝑘 = 2, the number of patients included in cluster 1 (low risk) is 35, and cluster 2 (high risk) is 

35. Figure 5 shows the clustering results using the K-Prototypes method with two main clusters (𝒌 =  𝟐). In 

this plot, patient data is grouped into two clusters, represented by different colors and symbols, where cluster 

1 represents the low-risk group and cluster 2 represents the high-risk group. Each cluster contains 35 patients, 

indicating a balanced distribution between the two risk groups. Each point on the graph represents a single 

patient, with its position determined by two numerical attributes that have been reduced to two dimensions 

to facilitate visualization. The distribution of points within each cluster shows the variation in characteristics 

among patients within each group, with closer points representing patients who have more similar 

characteristics. The choice of two clusters was validated using the elbow and silhouette coefficient methods 

to ensure that the selected number of clusters best fits the existing data patterns. 

3.1.5 Cluster Characteristics 

The K-Medoids and K-Prototypes algorithms were used to cluster data, and the results are shown in 

Table 7, with 1 being cluster 1 (low risk) and 2 being cluster 2 (high risk).  

Table 7. K-Medoids and K-Prototypes Cluster Results 

Patient X1 X2 X3 X4 X5 X6 K-Medoids K-Prototypes 

1 Female 78 Absent No 92 Prehypertension 1 1 

2 Female 53 Present No 80 Hypertension Stage 1 1 1 

3 Female 58 Present Yes 76 Hypertension Stage 2 1 1 

4 Male 68 Absent Yes 82 Hypertension Stage 1 1 1 

5 Male 68 Present Yes 80 Hypertension Stage 2 2 1 

6 Male 55 Absent Yes 94 Hypertension Stage 1 1 1 

7 Female 68 Absent No 84 Prehypertension 1 1 

8 Female 61 Present Yes 105 Hypertension Stage 2 2 1 

9 Female 61 Present No 98 Hypertension Stage 1 1 1 

10 Female 45 Present No 90 Hypertension Stage 1 1 1 

⋮         

30 Female 61 Absent Yes 86 Hypertension Stage 1 1 2 

31 Female 80 Present No 98 Hypertension Stage 1 2 2 

32 Female 54 Present No 92 Hypertension Stage 1 1 2 

33 Female 51 Absent No 73 Prehypertension 1 1 

34 Female 57 Absent No 84 Prehypertension 1 1 

35 Female 53 Present No 100 Hypertension Stage 1 1 2 

⋮         

66 Female 59 Absent No 68 Prehypertension 2 1 

67 Male 60 Present Yes 88 Hypertension Stage 2 2 2 

68 Male 53 Absent Yes 89 Hypertension Stage 1 2 2 

69 Male 61 Absent Yes 85 Hypertension Stage 1 2 2 

70 Male 64 Absent Yes 86 Hypertension Stage 1 2 2 



474 Hafid, et al.     IMPLEMENTATION OF K-MEDOIDS AND K-PROTOTYPES CLUSTERING FOR EARLY…  

 

Based on the cluster results in Table 7 using K-Medoids and K-Prorotypes, patients in the low-risk 

cluster generally have lower pulse rates and blood pressure and fewer hypertension risk factors. Patients in 

the high-risk cluster tended to have higher pulse rates and blood pressure as well as more hypertension risk 

factors. 

3.1.6 Evaluation of Cluster Results (Optimal Cluster Validation) 

 

 

 

 

 

 

 

Figure 6. Cluster Evaluation Based on the Average Silhouette Coefficient for (a) K-Medoids (b) K-Prototypes 

Table 8. Silhouette Coefficient of K-Medoids and K-Prototypes 

Cluster 

K-Medoids K- Prototypes 

Number of 

Patients 

Average Silhouette 

Coefficient 

Number of 

Patients 

Average Silhouette 

Coefficient 

1 = Low Risk 36 0.38 35 0.26 

2 = High Risk 34 0.39 35 0.27 

 

Figure 6 and Table 8 reveal the average Silhouette Coefficient for each clustering method. The K-

Medoids method separates patients into low-risk (cluster 1) and high-risk (cluster 2) groups with Silhouette 

Coefficients of 0.38 and 0.39, respectively. While the K-Prototypes method achieves similar cluster 

separation (0.26 for low-risk and 0.27 for high-risk), its average Silhouette Coefficient is lower. Although 

both methods have an average coefficient greater than 0, indicating some grouping level, the values are closer 

to 0 than 1. It suggests weak cluster separation, meaning observations within each cluster may differ. By 

comparing the average Silhouette Coefficients, we can infer that the K-Medoids method performs better in 

this study. It yields a higher average coefficient, suggesting a more apparent distinction between low-risk and 

high-risk patient groups.   

 

3.2 Discussion 

Hospitals frequently diagnose hypertension by stages, primarily based on blood pressure measurements 

[1]. Although this method works quite well, it is a one-dimensional approach, as it considers only one risk 

indicator. 

The clustering method in this study overcomes this limitation and considers several attributes (e.g., 

gender, age, family history of hypertension, smoking habits, pulse rate), thus providing a better overview of 

hypertension risk. As the clustering approach simultaneously assesses categorical and numerical variables, 

this multidimensionality of data could enable different hospital systems to prioritize interventions on a more 

tailored patient group that is low-risk or high-risk based on clusters rather than scores. This is in accordance 

with [2] which highlights the utility of a multifactorial risk assessment approach when screening hypertension 

to improve both early detection and treatment capabilities.  

The results from both clustering methods reveal their specific strengths in handling mixed data types, 

which are typical in clinical datasets. The K-Medoids algorithm showed better clustering performance, with 

higher Silhouette Coefficients (0.38 for low-risk and 0.39 for high-risk clusters) than K-Prototypes (0.26 and 

0.27, respectively). This in line with the findings by [23], which highlighted K-Medoids' robustness to 

outliers, a common occurrence in medical data due to extreme variations in patient health indicators. Using 

medoids as cluster centers in K-Medoids ensures robustness against such data irregularities, which can distort 

traditional cluster means, as seen in K-Means or K-Prototypes when dealing with continuous variables. 
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K-Prototypes is proficient at managing mixed categorical and numerical data types, consistent with its 

initial design to handle extensive datasets with varied properties [17]. Clinical settings with both data types 

require this capacity to cluster based on thorough health profiles. K-Prototypes balanced patient 

categorization using mixed data features, resulting in 35 equal low-risk and high-risk people. This outcome 

corroborates the conclusions of [15], which highlighted the efficacy of K-Prototypes in handling datasets 

comprising both categorical and numerical variables for thorough pattern recognition. 

Previous studies have also applied clustering methods to health data for risk assessment. For instance, 

[2] utilized a Neighbor Weighted K-Nearest Neighbor (NWKNN) approach to classify hypertension risk but 

found limitations in accommodating mixed data types effectively. In comparison, using K-Medoids and K-

Prototypes in this study allowed for more flexible and robust handling of patient data, particularly where 

categorical (e.g., smoking habits, family history) and numerical (e.g., pulse rate, blood pressure) variables 

are present. This approach captures more dimensions of risk and enhances the accuracy and relevance of the 

clusters generated, offering a solution to the limitations observed in single-type clustering methods. 

Another related study by [24]  explored clustering in health data using Density-Based Spatial 

Clustering of Applications with Noise (DBSCAN), focusing on outlier detection in patient groups. Although 

DBSCAN proficiently detects outliers, it lacks direct support for mixed data clustering, a constraint remedied 

by K-Medoids and K-Prototypes in this study. K-Medoids and K-Prototypes methods may improve 

hypertension risk categorization by ensuring that clusters include critical patient characteristics and are robust 

against outliers, especially in varied patient populations. 

The findings of this study suggest that K-Medoids and K-Prototypes clustering methods could 

significantly enhance hypertension risk stratification. Unlike traditional hospital classifications solely based 

on blood pressure readings, the clusters produced here provide a more comprehensive risk assessment that 

considers multiple health factors. More tailored patient management strategies may assist healthcare 

practitioners in identifying high-risk patients beyond blood pressure indicators like lifestyle and family 

history. 

 

4. CONCLUSIONS 

Based on the findings from research employing the K-Medoids and K-Prototypes algorithms for early 

hypertension detection, several conclusions were drawn as follows: 

a. The evaluation results of the elbow and Silhouette Coefficient methods show that the optimal number 

of clusters is two. These two methods are consistent in determining the correct number of clusters. K-

Medoids clustering groups patients into two clusters: cluster 1 with low risk consisting of 36 patients 

and cluster 2 with high risk consisting of 34 patients. K-Prototypes clustering also groups patients into 

two clusters: cluster 1 with low risk consisting of 35 patients and cluster 2 with high risk consisting of 

35 patients. 

b. The average Silhouette Coefficient value for the K-Medoids method is 0.38 for the low-risk cluster and 

0.39 for the high-risk cluster. The average Silhouette Coefficient value for the K-Prototypes method is 

0.26 for low-risk and 0.27 for high-risk clusters. An average Silhouette Coefficient exceeding 0 suggests 

that grouping the observations is possible; however, the resulting clusters remain weak. Further 

implementation and improvement of clustering methods can provide more accurate and valuable results. 
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