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ABSTRACT 

Article History: 
Solar plays a crucial role in supporting energy sector activities in Indonesia. The 

fluctuating price of solar is influenced by crude oil production, as crude oil is the main 

raw material in solar production. The Russia-Ukraine war, which reached its peak in 

March 2020, also impacted global oil production, given that Russia is one of the largest 

oil producers and exporters in the world. This study aims to model the effect of crude oil 

production on the Solar Wholesale Price Index (SWPI) in Indonesia after the Russia-

Ukraine war using the Least Squares Spline estimator approach. This approach was 

chosen because the relationship between the variables is complex and nonlinear, making 

linear models unsuitable. The results show that the best model is a nonparametric model 

with three knot points at a polynomial degree of one, which explains 90.26% of the 

variability in crude oil production relative to the SWPI. The optimal knot points were 

selected using the Generalized Cross Validation (GCV) method, resulting in a minimum 

GCV value of 320.9889. Crude oil production was found to have a significant effect on the 

SWPI and meets the classical assumption tests. However, this study has limitations, as it 

only considers the effect of crude oil production without including other external factors, 

such as energy policies or geopolitical influences. Additionally, the model still has 

limitations in capturing more complex relationship patterns. This study offers an original 

contribution through the application of the Least Squares Spline estimator approach, 

which has not been widely used before in analyzing the relationship between crude oil 

production and SWPI in Indonesia. For future research, it is recommended that the model 

be expanded by considering more knot points and higher polynomial degrees to capture 

more complex relationship patterns between these variables. 
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1. INTRODUCTION 

Solar has a very important role in supporting Indonesia's energy sector activities as it is widely used as 

a fuel for transportation, industry, and various other needs  [1]. However, diesel prices are volatile and often 

experience significant fluctuations. The Solar Wholesale Price Index is a key indicator to track changes in 

the wholesale price of diesel fuel in the market. The price of diesel fuel in Indonesia is always changing as in 

September 2022 the price of diesel fuel experienced a considerable increase from IDR 5.150 per liter to IDR 

6.800 per liter or by 32.4% [2]. The increase in fuel prices in Indonesia is often caused by the rise in global 

oil prices and an imbalance between domestic demand and supply. This situation contributes to high inflation 

and public unrest due to the surge in the prices of essential goods [3]. Changes in diesel prices are influenced 

by global factors, especially crude oil production. As a derivative product of the petroleum refining process, 

diesel is sensitive to changes in crude oil production in the global energy market. 

Crude oil, also known as petroleum, plays a crucial role in various sectors around the world. According 

to International Energy Statistics over the past six years, the United States has been the world's largest 

producer of crude oil. By 2023, the contribution from the United States, Russia, and Saudi Arabia will reach 

40% of total global oil production, which is equivalent to 32.8 million barrels per day [4]. Crude oil is a non-

renewable natural resource that is very important for every country to support economic development. 

However, the availability of crude oil is decreasing as time goes by. The high demand for crude oil results in 

shortages which cause price fluctuations [5]. 

Crude oil has an impact on diesel prices. Changes in crude oil production in the global energy market 

directly affect the cost of diesel production. Crude oil production cuts by OPEC (Organization of the 

Petroleum Exporting Countries) have helped stabilize the market, which in turn has caused oil prices to 

recover from a precipitous drop below $20 per barrel to a range of $60-$70 per barrel in 2021, affecting diesel 

prices [6]. However, in addition to crude oil production, diesel prices are also affected by other factors such 

as fluctuations in crude oil prices in the global market, government policies regarding subsidies, and political 

instability in major oil producers [7]. 

According to previous research on Parametric Estimation of Spline Regression Models, it shows that 

the results of the analysis using the Least Square Spline Estimator tryout scores affect the UNAS of SMKN 

1 Samarinda students by 80.12% [8]. In addition, research on the Implications of Limiting Oil Production 

Quotas by the Organization Of The Petroleum Exporting Countries (OPEC) Joint Technical Committee Until 

April 2020 on the Oil Industry in Indonesia, shows that crude oil production has a significant effect on 

changes in diesel prices [9]. However, this research is limited to OPEC production. Thus, in this study the 

authors used global data to gain a broader understanding of the effect of crude oil production on the diesel 

fuel wholesale price index. 

The advantage of this research method compared to previous similar studies lies in the use of 

nonparametric regression, especially the Least Square Spline Estimator approach. This method allows control 

of the smoothness of data that changes patterns at certain points by using knots and orders, without requiring 

assumptions about the form of the relationship between the variables used [10]. In previous studies, the 

parametric methods that are often used usually assume linearity or a predetermined form of relationship, 

which limits the model's ability to capture more complex relationship patterns [11]. In contrast, nonparametric 

regression is more flexible, so it is able to adjust the model to data that is nonlinear or changing. By focusing 

on clear data patterns, the use of knots and orders in this model allows for better optimization, so that it can 

provide a deeper and more accurate understanding of the relationship between crude oil production and the 

Solar Wholesale Price Index (SWPI). 

This research is expected to be a reference material in the realization of Sustainable Development Goals 

(SDGs) point 7, namely regarding clean and affordable energy [12]. It is related because the production of 

crude oil and diesel in Indonesia fluctuates and the longer the petroleum supply must be depleted, it needs a 

concrete solution about finding alternative energy that is more affordable and renewable so that it can also 

reduce the impact of environmental pollution caused by diesel, especially related to air pollution and global 

warming originating from diesel-fueled vehicle emissions. 
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2. RESEARCH METHODS 

2.1 Data Source 

The data used in this study are secondary data obtained from the Central Bureau of Statistics and the 

Energy Information Administration.  The data obtained is the production of crude oil and the wholesale price 

index of diesel fuel, especially Solar in Indonesia from April 2020 to December 2023 as many as 45 

observations. 

2.2 Research Variable 

This study consists of one independent variable and one response variable. All research variables are 

presented in Table 1 below: 

Table 1. Research Variables 

Variable Type Variable Name Unit Type 

Independent (𝐱) Crude Oil Production Million barrels/day Continuous 

Response (𝐲) Solar Wholesale Price Index Index Continuous 

 

2.3 Analysis Technique 

The research steps that will be carried out in modeling the effect of world crude oil production against 

solar wholesale price index using Rstudio and Minitab are as follows [13]. 

1. Describe the diesel wholesale price index and its influencing factor, namely crude oil production, 

with the following steps: 

a. Analyzing the size of the data based on mean, standard deviation, and range of each variable 

used. 

b. Creating a scatterplot between the response variable, namely solar wholesale price index and 

the predictor variable, namely crude oil production, to determine the pattern formed. 

2. Modeling the solar wholesale price index based on crude oil production using the nonparametric 

regression method of least square spline estimator with the following steps: 

a. Using a combination of knot points to be used based on the plotting results of each predictor 

variable and response variable 

b. Selecting the optimal knot point based on the minimum Generalized Cross Validation (GCV) 

value 

c. Estimating the model parameters based on the optimal knot points 

d. Calculating the coefficient of determination to evaluate the goodness-of-fit of the model 

e. Evaluating the performance of the nonparametric model using the mean squared error (MSE) 

or other nonparametric goodness-of-fit criteria to assess the adequacy of the model 

f. Validating the residuals of the nonparametric regression model by analyzing the residual 

distribution and independence using diagnostic tools such as residual plots and normality 

tests, as these can still be applied to nonparametric models for assessing assumptions 

g. Formulating the best model equation 

3. Analyze and interpret the nonparametric least square spline regression model of crude oil 

production on diesel fuel wholesale price index with the following steps. 

a. Plot the comparison between the model estimation results and the actual values 

b. Interpret the model formed based on the parameter values 

c. Draw conclusions and suggestions 
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2.3.1 Least Square Spline Estimator 

Least squares is one of the most used methods for estimating regression model parameters. Since the 

principle of least squares is to minimize the error generated by the model, the regression model is expected 

to explain the data well. Given that the error generated by the regression model for each observation can 

include negative and positive values of , then to avoid adding negative values, find the sum of the squares of 

the error values [14]. 

The spline method, as one of the nonparametric regression approaches, is highly effective in capturing 

nonlinear and complex data patterns, as the spline function combines different polynomial segments over 

specific intervals to form a smooth curve [15]. In the least square spline estimator, there are polynomial cuts 

on different segments that are joined together at certain knots. The regression function 𝑔(𝑥𝑖)  at order 𝑝 and 

knot points 𝜏1, 𝜏2, … , 𝜏𝑘can be expressed as follows: 

𝑔(𝑥) = ∑ 𝛽𝑗𝜑𝑗(𝑥)

𝑝+𝑘

𝑗=0

(1) 

 

Where  𝜷 = (𝛽𝑜 , 𝛽1, … , 𝛽𝑝+𝑘)
𝑇

is the parameter vector and 𝜑𝑗 can be defined as follows: 

𝑓(𝑥) = {
𝑥𝑗 ,  𝑓𝑜𝑟 0 ≤ 𝑗 ≤ 𝑝

(𝑥 − 𝜏𝑗−𝑝)
𝑝
+
,  𝑓𝑜𝑟 𝑝 + 1 ≤ 𝑗 ≤ 𝑝 + 𝑘

(2) 

 

With 

(𝑥 − τ𝑗−𝑝)+
𝑝
= {

(𝑥 − τ𝑗−𝑝)
𝑝
     𝑓𝑜𝑟 𝑥 ≥ τ𝑗−𝑝

   0                        𝑓𝑜𝑟 𝑥 < τ𝑗−𝑝  
(3) 

 

If given 𝜆 = (𝜏1, 𝜏2, … , 𝜏𝑘) then the estimator of 𝑔 with order 𝑝 and the number of knots is 𝑘, namely 

𝑔𝜆(𝑥) can be expressed as follows: 

𝑔𝜆(𝑥) = ∑ β𝜆𝑗  φ𝑗(𝑥)

𝑝+𝑘

𝑗=0

(4) 

 

The function expressed in Equation (4) is called a spline function. A least square spline is a polynomial 

cut with different polynomial segments joined together at knot points 𝜏1, 𝜏2, … , 𝜏𝑘 while still ensuring 

continuity. 

Furthermore, if n paired samples are taken, the spline function in Equation (4) can be written as follows: 

𝑔(𝑥1) = 𝛽0(𝑥1)
0 + 𝛽1(𝑥1)

1 +⋯+ 𝛽𝑝(𝑥1)
𝑝 + 𝛽(𝑝+1)(𝑥1 − 𝜏1)+

𝑝
+⋯+ 𝛽(𝑝+𝑘)(𝑥1 − 𝜏𝑘)+

𝑝

𝑔(𝑥2) = 𝛽0(𝑥2)
0 + 𝛽1(𝑥2)

1 +⋯+ 𝛽𝑝(𝑥2)
𝑝 + 𝛽(𝑝+1)(𝑥2 − 𝜏1)+

𝑝
+⋯+ 𝛽(𝑝+𝑘)(𝑥2 − 𝜏𝑘)+

𝑝

⋮
𝑔(𝑥𝑛) = 𝛽0(𝑥𝑛)

0 + 𝛽1(𝑥𝑛)
1 +⋯+ 𝛽𝑝(𝑥𝑛)

𝑝 + 𝛽(𝑝+1)(𝑥𝑛 − 𝜏1)+
𝑝
+⋯+ 𝛽(𝑝+𝑘)(𝑥𝑛 − 𝜏𝑘)+

𝑝
}
 
 

 
 

(5) 

 

The spline function in Equation (5) can be written in matrix notation as follows: 

(

𝑔(𝑥1)

𝑔(𝑥2)
⋮

𝑔(𝑥𝑛)

) =

(

 
 
1 𝑥1

1 𝑥1
2 ⋯ 𝑥1

𝑝 (𝑥1 − 𝜏1)+
𝑝

⋯ (𝑥1 − 𝜏𝑘)+
𝑝

1 𝑥2
1 𝑥2

2 ⋯ 𝑥2
𝑝 (𝑥2 − 𝜏1)+

𝑝
⋯ (𝑥2 − 𝜏𝑘)+

𝑝

⋮    ⋮    ⋮ ⋯        ⋮      ⋮        ⋯                 ⋮
1 𝑥𝑛

1 𝑥𝑛
2 ⋯ 𝑥𝑛

𝑝 (𝑥𝑛 − 𝜏1)+
𝑝

⋯ (𝑥𝑛 − 𝜏𝑘)+
𝑝

)

 
 
(

𝛽0
𝛽1
⋮

𝛽(𝑝+𝑘)

) (6) 

 

So obtained 𝒈(𝒙)  = 𝐗𝜆𝛃𝜆, with : 
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𝑿𝜆 = 

(

 
 
1 𝑥1

1 𝑥1
2

1 𝑥2
1 𝑥2

2

⋮
1

⋮
𝑥𝑛
1

⋮
𝑥𝑛
2

    

⋯ 𝑥1
𝑝 (𝑥1– 𝜏1)+

𝑝

⋯ 𝑥2
𝑝 (𝑥2– 𝜏1)+

𝑝

⋯
⋯

⋮
𝑥𝑛
𝑝

⋮
(𝑥𝑛– 𝜏1)+

𝑝

     

… (𝑥1– 𝜏𝑘)+
𝑝

⋯ (𝑥2– 𝜏𝑘)+
𝑝

⋮
⋯

⋮
(𝑥𝑛– 𝜏𝑘)+

𝑝

)

 
 

(7) 

 

and  

𝜷𝜆  =  (

𝛽0
𝛽1
⋮

𝛽(𝑝+𝑘)

) (8) 

 

Therefore, the estimator for 𝒈(𝒙), namely �̂�𝜆(𝒙) can be written as follows: 

�̂�𝜆(𝒙) = 𝐗𝜆�̂�𝜆 (9) 

 

The estimator for  𝛃𝜆 namely �̂�𝜆, is obtained using the least square method by determining the value 

of �̂�𝜆 that minimizes the sum of squared errors as follows: 

�̂�𝑻�̂� = (𝒚 − 𝐗𝜆�̂�𝜆)
𝑻
(𝒚 − 𝐗𝜆�̂�𝜆) (10) 

 

From this is obtained: 

�̂�𝜆 = (𝐗𝜆
𝑻𝐗𝜆)

−𝟏
𝐗𝜆
𝑻𝐲 (11) 

 

Based on Equation (9) and Equation (11), we obtain: 

�̂�𝝀(𝒙) = 𝐗𝝀(𝑿𝝀
𝑻𝑿𝝀)

−𝟏
𝐗𝝀
𝑻𝐲 (12) 

 

Equation (12) can be written as follows: 

�̂�𝜆(𝐱) = 𝑨(𝜆)𝒚 (13) 

 

With 

𝑨(𝜆) = 𝐗𝜆(𝐗𝜆
𝑻𝐗𝜆)

−𝟏
𝐗𝜆
𝑻 (14) 

 

In general regression, this matrix 𝑨(𝜆)  is commonly referred to as the Hessian matrix. From Equation 

(14), we can conclude that�̂�𝜆(𝐱) is a linear estimator (linear to the observations) for 𝒈(𝒙). 

2.3.2 Model Goodness Measures 

In this study, the authors used two measures, namely MSE and the coefficient of determination (𝑅2). 
The estimated value of the model, expressed as the average squared error, can be measured by MSE. The 

coefficient of determination (𝑅2) is used to determine how much variation can be explained by the model. 

MSE is expected to have the minimum value possible, while the coefficient of determination (𝑅2). will be 

better if the value is closer to 1 [16]. 

The formula for MSE is as follows: 

𝑀𝑆𝐸 =
1

𝑛
∑𝑒𝑖

2

𝑛

𝑖=1

(15) 

 

Meanwhile, the formula for the coefficient of determination (𝑅2) is as follows: 

𝑅2 = 1 −
∑ (𝑦�̂� − �̅�)

2𝑛
𝑖=1

∑ (𝑦𝑖 − �̅�)
2𝑛

𝑖=1

(16) 
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2.3.3 Optimum Knot Point Selection 

A knot point is a point of fusion or intersection where there is a change in data behavior [17]. The best 

nonparametric regression model with the Least Square Spline estimator depends on the optimal knot points. 

The selection of optimal knot points in the Least Square Spline estimator can use the Generalized Cross 

Validation (GCV) method. The GCV function for the nonparametric spline regression model is as follows: 

𝐺𝐶𝑉(𝜆) =
𝑀𝑆𝐸(𝜆)

(
1
𝑛
𝑡𝑟[𝑰 − 𝑯(𝜆)])

2
(17)

 

 

with 𝑰 is the identity matrix and 𝑯(𝜆) is the hessian matrix or Hat Matrix. The formula for MSE is as 

follows: 

𝑀𝑆𝐸(𝜆) =
1

𝑛
∑(𝑦𝑖 − �̂�(𝑥𝑖))

2
𝑛

𝑖=1

(18) 

 

A spline regression model has an optimal knot point if it meets the criteria that the value of GCV and 

MSE is minimum. 

2.3.4 Parameter Significance Testing 

Model parameter testing is carried out to determine whether the model of a predictor variable 

significantly affects the response variable. The following is the hypothesis used based on the spline 

nonparametric regression model. 

H0: β = 0 (there is no significant effect of predictor variables on the response variable) 

H1: β ≠ 0 (there is a significant effect of predictor variables on the response variable) 

The test statistic used in this test is the F test statistic which has the following formula. 

𝐹 =
𝑀𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛

𝑀𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙
(19) 

 

With 

𝑀𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 =
𝑆𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛

𝑑𝑓𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛
=
∑ (�̂�𝑖 − �̅�)

2𝑛
𝑖−1

𝑝
 

𝑀𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 =
𝑆𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙
𝑑𝑓𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙

=
∑ (�̂�𝑖 − �̅�)

2𝑛
𝑖−1

𝑛 − 𝑝 + 1
(20) 

 

Where 𝑝 is the number of parameters in the nonparametric spline regression model, with 𝑛 is the 

amount of data. 

2.3.5 Residual Assumption Test 

Testing the residual assumptions (goodness of fit) of the regression model is carried out to determine 

whether the resulting residuals have met the assumptions of identical, independent, and normally distributed 

(IIDN). 

1. Identical Residual Assumption Test 

One of the assumption tests met in the regression model is that the variance of each error has a constant 

value or is equal to 𝜎2. This variance equality is called identical. If the identical assumption is not met, it is 

called a case of heteroscedasticity. In testing, the detection of heteroscedasticity cases can be done using the 

Glejser test [18].  The hypothesis used in the Glejser test is as follows. 

 

H0 ∶ σ1
2 = σ2

2 = ⋯ = σn
2 = σ2 
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H1  : At least one 𝜎𝑖
2 ≠ 𝜎2, 𝑖 = 1,2, … , 𝑛 

 

The test statistics used are as follows:  

𝐹 =

[∑ (|𝜀�̂�| − |𝜀|̅)
2𝑛

𝑖=1 ]
𝑣 − 1

 
[∑ (|𝜀�̂�| − |𝜀|̅)

2] 𝑛
𝑖=1
(𝑛 − 𝑣)

(21) 

 

where the value of 𝑣 is the number of parameters of the Glejser model and for the nonparametric least square 

spline regression model the value of  𝑣 = 𝑚 + 𝑟. The rejection area used is reject H0 if 𝐹 is greater that 

𝐹𝛼(𝑚+𝑟),𝑛−(𝑚+𝑟)−1 or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼, where the value of 𝑚 is the Glejser model parameter of the 

polynomial degree, 𝑟 is the truncated component parameter and n is the number of observations. The 

conclusion obtained when rejecting H0 is that there is at least one 𝜎𝑖
2 ≠ 𝜎2. This indicates that there is a case 

of heteroscedasticity so that the identical assumption is not met. 

2. Independent Residual Assumption Test 

The independent residual assumption is the assumption that there is no correlation between residuals 

or autocorrelation. One way to detect autocorrelation is to do the Durbin Watson [18]. The following is the 

hypothesis in the Durbin Watson test. 

H0: ρ = 0  (residuals are independent or there is no autocorrelation) 

H1: ρ ≠ 0 (residuals are not independent or autocorrelation occurs) 

 

The test statistics used in the Durbin Watson test are as follows: 

𝑑 =
∑ (𝜀𝑖 − 𝜀𝑖−1)

2𝑛
𝑖=1

∑ 𝜀𝑡
2𝑛

𝑖=1

(22) 

 

The rejection area is divided into several parts and can be seen in Table 2 as follows. 

Table 2. Durbin-Watson Test Rejection Area 

 Null Hypothesis  If Decision 

No positive autocorrelation 0 < 𝑑 < 𝑑𝐿 Reject 

No positive autocorrelation 𝑑𝐿 ≤ 𝑑 ≤ 𝑑𝑈 No Decision 

No negative autocorrelation 4 − 𝑑𝑈 ≤ 𝑑 ≤ 4 Reject 

No negative autocorrelation 4 − 𝑑𝑈 ≤ 𝑑 ≤ 4 − 𝑑𝐿 No Decision 

No positive or negative autocorrelation 𝑑𝑈 ≤ 𝑑 ≤ 4 − 𝑑𝑈 Fail to reject 

 

3. Normal Distributed Residual Assumption Test 

The method that can be used in the data normality test is the Kolmogorov-Smirnov test. The working 

principle of the Kolmogorov-Smirnov test is to compare the cumulative frequency of the theoretical 

distribution with the cumulative frequency of the empirical distribution [19]. The hypothesis for this test is 

as follows: 

H0: Residuals are normally distributed 

H1: Residuals are not normally distributed 

The test statistic used is as follows: 

𝐷 = 𝑆𝑢𝑝|𝐹𝑛(𝜀) − 𝐹0(𝜀)| (23) 

 

The rejection area for the test is to reject H0 if 𝐷 > 𝐷𝛼. Where 𝐷𝛼 s the critical value for the one-sample 

Kolmogorov Smirnov test, obtained from the one-sample Kolmogorov Smirnov table. 𝐹𝑛(𝜀) is the cumulative 

probability value based on sample data, 𝐹0(𝜀) is the cumulative probability value under H0. If the normal 
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distribution assumption is not met, several ways of data transformation can be done such as natural logarithm 

transformation, square root, inverse, and others [18]. 

3. RESULTS AND DISCUSSION 

3.1 Descriptive Analysis of Data 

To find out an overview of Crude Oil Production (COP) and Solar Wholesale Price Index (SWPI), a 

descriptive analysis is carried out which is presented in Table 3 below:  

Table 3. Descriptive Analysis Result 

Variable N Mean St. Dev Minimum Maximum 

COP 45 78.728 3.593 70.280 82.920 

SWPI 45 141.11 51.60 62.76 211.92 

 

Based on Table 3, the interpretation of descriptive statistics is follows: 

1. In the crude oil production variable with 45 data, the average crude oil production is 78.728 

million barrels/day and the standard deviation value is 3.593 which is smaller than the average 

value. This shows that crude oil production has a small diversity. Then, it is known that the 

minimum production is 70.280 million barrels/day which occurred in May 2020 and the maximum 

production is 82.90 million barrels/day which occurred in December 2023. 

2. In the solar wholesale price index variable with a total of 45 data, the average is 141.11 and the 

standard deviation value is 51.60 which is smaller than the average value. This shows that SWPI 

diesel has a small diversity. Then, it is known that the minimum index is 62.76 which occurred in 

May 2020 and the maximum index is 211.92 which occurred in December 2022. 

3.2 Identification of Variable Relationship Patterns 

Identifying the relationship pattern between the independent and response variables is a necessary step 

to determine the regression model estimation method. The relationship pattern between variables can be 

visualized using a scatter plot. Regression modeling can be determined through pattern identification, namely 

using parametric regression if the scatter plot has a quadratic, linear, or other parametric pattern and using 

nonparametric regression if the scatter plot does not show a certain pattern. 

 

 
Figure 1. Scatterplot Data 

 

Based on Figure 1, identification of the point distribution pattern on the resulting scatterplot shows 

that the distribution of crude oil production data against the production index of large-scale trade in diesel 

fuel, especially Industrial Solar in Indonesia, is not very linear and does not form a certain pattern. Therefore, 

the model estimation can be solved using nonparametric regression with the least square spline estimator 

approach because there is a change in behavior at certain intervals. 
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3.3 Nonparametric Regression Analysis with Least Square Spline Estimator 

Nonparametric regression model with the least square spline estimator approach has smoothing 

parameters in the form of knot points and order. Knot point is a combination point where there is a change in 

the pattern of data behavior. The best model selection is taken from the model that has the minimum GCV 

value, smaller the GCV value so that `the knot point chosen will be more optimum. The knot points used in 

this study are one, two, and three and polynomial orders 1 and 2 which are processed with R software. 

The results of nonparametric regression analysis with the least square spline estimator approach of 

polynomial order 1 and 2 obtained output MSE, GCV, and 𝑅2 values in Table 4 as follow: 

Table 4. Model Calculation with Least Square Spline Estimator 

Polynomial 

Order 

Number of 

Knots 
Knot Point MSE GCV 𝑹𝟐 

1 1 77.36 688.4504 790.313 0.735524 

1 1 78.83 694.0826 796.7785 0.7333603 

2 1 80.75 627.1411 755.4793 0.7590766 

2 1 81.88 601.4361 724.5141 0.7689515 

1 2 77.36 and 82.53 656.0259 790.2751 0.7479802 

1 2 82.45 and 82.59 635.3908 765.4173 0.7559074 

2 2 78.42 and 82.55 381.9829 483.4471 0.8532569 

2 2 82.45 and 82.59 301.688 381.8239 0.8841031 

1 3 77.83, 82.53, and 82.59 253.6209 320.9889 0.9025687 

1 3 77.96, 82.53, and 82.68 253.6656 321.0455 0.9025515 

2 3 77.83, 82.53, and 82.59 262.0112 348.8314 0.8993454 

2 3 77.96, 82.53, and 82.68 262.2236 349.1143 0.8992638 

 

Based on Table 4, it can be seen the minimum GCV is generated by 3 knot points at polynomial order 

1 with a GCV value of 320.99. This model shows that the predictor variables were able to explain the response 

variable by 90.26%. Then the regression model equation can be estimated in Table 5 as follows.  

Table 5. Model Estimation Value 

�̂� Value 

0 -259.4545 

1 4.654996 

2 18.26302 

3 -2428.393 

4 2773.808 

 

Based on Table 5, the estimated value of Crude Oil Production (COP) model against the Indonesian 

Solar Wholesale Price Index (SWPI) with least square spline approach using order one and three knot points 

can be written through the following equation. 

�̂� = �̂�0 + �̂�1𝑥 + �̂�2(𝑥 − 𝜏1)+ + �̂�3(𝑥 − 𝜏2)+ + �̂�4(𝑥 − 𝜏3)+ 

�̂� = −259.4545 + 4.654996𝑥 + 18.26302(𝑥 − 77.83)+ − 2428.393(𝑥 − 82.53)+
+ 2773.808(𝑥 − 82.59)+ 

 

Based on the definition of Equation (�̂�), then the equation can be written as follows: 

�̂� = {

−259.4545 + 4.654996𝑥.  𝑥 < 77.83
−1680.865 + 22.918𝑥.  77.83 ≤ 𝑥 < 82.53

198734.409 − 2405.475𝑥.  82.53 ≤ 𝑥 < 82.59
−30354.395 + 368.333𝑥.  𝑥 ≥ 82.59

 

 

3.3.1 Significance Testing of Model Parameters 

Testing the model parameters to determine whether the parameters of the predictor variables have a 

significant effect on the Solar Wholesale Trade Production Index. The results are as follows. 
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Table 6. ANOVA Significance Testing of Model 

Source Degrees Of Freedom Sum Of Square Mean Square F 

Regression 5 99383.12 16563.85 36.38 

Error 39 17755.17 455.26  

Total 44 117138.3   

Based on Table 6, it is known that the resulting F is 36.38. By comparing the F to F0.05;5;39 which is 

2.46, the decision to reject H0 is made. This means that crude oil production has a significant effect against 

Indonesian Solar Wholesale Price Index.  

3.3.2 Residual Assumption Test 

1. Identical Residual Assumption Test 

The identical assumption test is used to determine whether the residual variance is homogeneous or 

there is no case of heteroscedasticity. To determine whether there are symptoms of heteroscedasticity, the 

Glejser test is used. The Glejser test is performed by regressing the predictor variables on the absolute value 

of the residuals.  

Table 7. Identical Residual Test 

Term F 𝒑-value 

Crude Oil Trade 2.137 0.093 

 

Based on Table 7, the 𝑝-value = 0.093 is greater than the significance level (0.05), so the decision fails 

to reject H0 so it can be concluded that the heteroscedasticity test assumption or the identical residual 

assumption is met. 

2. Independent Residual Assumption Test 

Independent assumption testing is used to determine whether there is no autocorrelation between 

residuals. Independent assumption testing is done using the Durbin-Watson test as follows. 

Table 8. Independent Residual Test 

𝒅 𝒅𝑳(𝟎.𝟎𝟓)  𝒅𝑼(𝟎.𝟎𝟓) 𝟒 − 𝒅𝑼(𝟎.𝟎𝟓) 𝟒 − 𝒅𝑳(𝟎.𝟎𝟓) 

2.0805 1.4754  1.5660 2.4224 2.4340 

 

Based on Table 8, it is obtained that 𝑑𝑣𝑎𝑙𝑢𝑒 generated in the Durbin-Watson test is 2,0805. If  𝑑 

compared with 𝑑𝑈(0,05) dan 4 − 𝑑𝑈(0,05), it can be seen that 𝑑𝑈(0,05) < 𝑑 < 4 − 𝑑𝑈(0,05). This gives a 

decision to fail reject H0 so it can be concluded that there are no symptoms of autocorrelation in the residual. 

3. Normal Distribution Residual Assumption Test 

After the independent and identical assumptions are met, there is still one more assumption that needs 

to be met by the residuals, namely the assumption of normal distribution. One test that can be done to 

determine the normality of the data is the Kolmogorov-Smirnov, obtained the following result. 
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Figure 2. Normality Residual Plot 

 
Based Figure 2, the 𝑝-value = 0.0819 is obtained which is greater than the significance level (0.05), 

so the decision to fail to reject 𝐻0 is obtained so it can be concluded that the residuals are normally distributed 

so that the assumption of residual normality is met. 

3.4 Interpretation the Best Model of Crude Oil Production (COP) Against Indonesian Solar Wholesale 

Price Index (SWPI) 

The plot of estimated value and observations from the influence Crude Oil Production (COP) against 

the Indonesian Solar Wholesale Price Index (SWPI) with least square spline approach presented in Figure 3 

bellow: 

 
Figure 3. Value Plot Estimates and Observations 

 
The best nonparametric regression model with the least square spline estimator approach to crude oil 

production against Indonesian solar wholesale price index is a model with polynomial order 1 and has 3 knot 

points. The following are the results of the interpretation of the best model that has been determined 

previously. 

1.    Domain 𝒙 < 𝟕𝟕. 𝟖𝟑 

When crude oil production is less than 77.83 million barrels per day, then every increase in 

crude oil production of 1 million barrels per day will result in an increase in SWPI diesel by 

4.654996 units. The current increase in diesel prices is a result of the Russia-Ukraine war that 

began in March 2020. In addition, the COVID-19 pandemic has caused diesel prices to increase 

significantly despite the increase in crude oil production. Due to the Supply Chain Disruption 

phenomenon, the pandemic caused substantial disruption to the global supply chain affecting the 

transportation and availability of refined petroleum products such as diesel [20]. These lockdowns 



816 Pratiwi, et al.    MODELING THE INFLUENCE OF CRUDE OIL PRODUCTION AGAINST INDONESIA SOLAR…  

 

and restrictions cause logistical challenges that increase the costs associated with the distribution 

of diesel, which in turn increases the price of diesel. 

2.    Domain 𝟕𝟕. 𝟖𝟑 ≤ 𝒙 < 𝟖𝟐. 𝟓𝟑 

When crude oil production is 77.83 million barrels per day to less than 82.53 million barrels 

per day, then every increase in crude oil production of 1 million barrels per day will result in an 

increase in diesel SWPI of 22.918 units. This increase in crude oil production occurs because in 

the time period of 77.83 to 82.53, or to be precise in July 2021 to February 2022, the increase in 

production in major countries such as countries such as the United States, Canada, and Brazil is 

projected to reach the highest annual production, increasing non-OPEC+ production by 1.8 

million barrels per day [4]. However, there is a problem that diesel refining capacity is limited in 

oil-producing countries, even though crude oil production increases, there is not enough refining 

capacity to process all the crude oil production into diesel, which results in the price of diesel also 

increasing.                    

3.    Domain 𝟖𝟐. 𝟓𝟑 ≤ 𝒙 < 𝟖𝟐. 𝟓𝟗 

When crude oil production is 82.53 million barrels per day to less than 82.59 million barrels 

per day, then every increase in crude oil production of 1 million barrels per day will result in a 

decrease in diesel SWPI by 2405.475 units. This increase in oil production occurred because in 

the time period of 82.53 to 82.59, or to be precise in February 2022 to December 2023, increased 

production from countries such as the US, Brazil, Guyana, and Iran contributed to an increase in 

global supply. Although OPEC+ voluntarily reduced production, increased production from non-

OPEC+ countries was able to make up for this reduction, resulting in an oversupply. With more 

oil available, the prices of crude oil and its derivatives including diesel prices are likely to decline 

[4]. 

4.    Domain 𝒙 ≥ 𝟖𝟐. 𝟓𝟗 

When crude oil production is 82.59 million barrels per day or more, every additional 1 

million barrels per day of crude oil production will result in an increase in diesel SWPI of 368.333 

units. This is a result of the post-COVID-19 pandemic, after lockdowns and pandemic restrictions 

were relaxed, there was a surge in demand for energy including diesel [21]. So that the increase 

in diesel prices was inevitable even though major oil-producing countries such as Saudi Arabia 

and Russia had increased crude oil production [22]. 

4. CONCLUSIONS 

Based on nonparametric regression modeling with the Least Square Spline estimator approach, using 

polynomial orders of 1 and 3 knots, this model explains 90.26% of the variability in crude oil production 

relative to the Solar Wholesale Price Index (SWPI) in Indonesia. The selection of optimal knots was carried 

out using the GCV method, resulting in a minimum GCV value of 320.9889. The test results show that crude 

oil production significantly affects the SWPI and meets the classical assumption tests. However, this model 

still has limitations in capturing complex patterns and the influence of other variables outside the model, such 

as energy policies or geopolitical influences. For future research, it is recommended to expand the model by 

considering more knot points and various polynomial orders to capture more complex relationship patterns 

between crude oil production and SWPI. 
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