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ABSTRACT 

Article History: 
The main focus of this research is to apply and test the effectiveness of SVM and KNN 

methods in Gojek data text analysis. This research will examine how the two methods can 

classify user comments and feedback and identify data sentiment analysis at the same time 

practically help Gojek understand user needs and improve service quality. The data 

obtained through scrapping is categorized into positive and negative sentiment. Data is 

taken from Gojek application user reviews throughout the year 2022 with a total of 1148 

sentiment data with a percentage of 80% training data and 20% testing data. Evaluation of 

model performance using Confusion Matrix and AUC-ROC Curve shows that SVM is more 

effective than KNN, with accuracy on training data of 92.55% for SVM and 81.71% for 

KNN, as well as accuracy on testing data of 82.40% for SVM and 77,09% for KNN. 
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1. INTRODUCTION 

The development of information and communication technology has brought significant changes in 

various aspects of human life [1]. One of the most striking changes is the emergence of digital applications 

and platforms that make daily activities easier [2]. Gojek, as one of the largest technology companies in 

Indonesia, has been a pioneer in providing various on-demand services [3]. Starting from transportation 

services, food delivery, and shopping for daily necessities to financial services, Gojek has succeeded in 

reaching millions of active users who take advantage of the various services offered [4][5]. 

With the number of users continuing to increase, the data generated by the Gojek application has 

become very large and complex [6]. This data encompasses various types of information, such as transaction 

data, location data, review data, and user feedback [7]. However, the increasing volume and complexity of 

the data pose challenges in terms of storage, processing, and extracting meaningful insights in a timely 

manner [8]. To address this, Gojek has implemented several data management strategies, including the use 

of big data technologies and machine learning algorithms [9]. These approaches aim to optimize operations, 

improve service quality, and support decision-making processes [10]. 

Despite these efforts, challenges remain, especially in understanding and leveraging user feedback 

effectively [11]. Sentiment analysis, as one of the methods for analyzing textual data, can be an essential tool 

to interpret user reviews and feedback systematically [12][13]. By applying sentiment analysis, Gojek can 

identify patterns in user satisfaction, detect potential service issues, and understand customer expectations 

more accurately. Therefore, this study explores how sentiment analysis can contribute to overcoming the 

challenges of managing and analyzing large-scale user feedback data while aligning with the goal of 

enhancing user experience and operational efficiency.One method that can be used is Text Mining, which 

focuses on extracting valuable information from unstructured text [14]. 

Text Mining has experienced rapid development along with advances in machine learning and artificial 

intelligence technology [15]–[17]. This technique enables the automatic analysis of large amounts of text 

data, identifying patterns and trends that are useful for decision making [18][19]. Text mining can also be 

used to classify and group text, as well as to determine the sentiment or emotion contained in the text [20]–

[23]. Various industries have utilized Text Mining for multiple purposes, such as sentiment analysis, 

document classification, and fraud detection [24][25]. In the context of customer service, Text Mining is used 

to analyze reviews and feedback from users, so that companies can better understand their customers' needs 

and preferences [26][27]. 

Various methods and algorithms have been developed to support the application of Text Mining. Two 

of the most popular are Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) [28]–[30]. SVM is 

a robust machine learning algorithm in classification and regression, especially in handling extensive data 

with many features [31]. Meanwhile, KNN is a simple but effective algorithm in classifying data based on 

proximity or similarity to other data whose categories are already known [32][33]. 

Previous research has shown that the SVM and KNN methods can provide good results in text analysis, 

particularly in terms of classification accuracy and computational efficiency. For example, studies comparing 

multiple machine learning methods, including Naive Bayes, Decision Trees, ANN and Random Forest, have 

demonstrated that SVM and KNN often outperform others in specific contexts, such as sentiment analysis 

and document classification [34]–[39]. For example, previous studies have successfully applied SVM and 

KNN in various domains such as social media sentiment analysis, scientific document classification, and 

spam detection. e-mail [40]–[42]. One of the studies by Muslim (2020) shows that using unigrams for feature 

extraction and grid search for parameter optimization in the SVM algorithm can increase the accuracy of 

customer review classification on e-commerce platforms. In this study, two datasets of reviews from Amazon 

(English) and Lazada (Indonesian) were used. The experimental results showed that the accuracy of Amazon 

reviews increased by 26.4%, while Lazada reviews increased by 4.26%. Meanwhile, research conducted by 

[41] showed findings that the proposed KNN-based Lao news text classification method, through 

preprocessing and feature extraction, KNN parameter adjustment, data normalization and dimension 

reduction, effectively improved text classification accuracy. Based on the research results above, it shows the 

fact that these two methods have their respective advantages in processing and analyzing text data. 

However, research that specifically examines the application of these two methods in the context of 

Gojek data is still minimal. Most previous research focused more on analyzing data from different domains, 

such as social media or e-commerce [44][45]. Therefore, this research aims to fill this gap by comparing 
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SVM and KNN algorithms in analyzing Gojek user reviews and feedback texts. The choice of SVM and 

KNN is based on their proven performance in handling text classification tasks in previous studies, where 

both methods demonstrated strengths in accuracy and computational efficiency. By comparing these 

algorithms, this study seeks to identify which approach is more suitable for analyzing Gojek's large and 

complex textual data, specifically in the context of sentiment analysis.While sentiment analysis is a prominent 

application of text mining, the two are not identical. Text mining encompasses a broader scope, involving 

various techniques to extract meaningful patterns and insights from unstructured text data. Sentiment analysis, 

as a subset of text mining, focuses on determining the sentiment or emotional tone conveyed in the text. In 

this study, sentiment analysis serves as the primary focus to understand user satisfaction and feedback, 

contributing to improved service quality and user experience.Thus, this research not only expands the 

application of existing methods but also covers the gaps in previous research in the context of on-demand 

services such as Gojek. 

The research gap identified is the limited number of studies that simultaneously examine the 

application of SVM and KNN methods in text analysis specific to Gojek data. While numerous studies have 

investigated each technique independently, very few have directly compared their performance within the 

same study context, particularly in the sentiment analysis of service-based platforms like Gojek. Previous 

research often focuses on general text analysis or alternative domains, such as social media or e-commerce, 

with limited emphasis on multi-service applications. This study addresses this gap by conducting a 

comprehensive comparative analysis of SVM and KNN for Gojek data, ensuring the findings are well-

positioned to solve the stated problems. By evaluating the strengths and limitations of both methods, this 

research is expected to provide significant contributions to the advancement of Text Mining and machine 

learning in service-based sentiment analysis. 

The main focus of this research is to apply and test the effectiveness of the SVM and KNN methods in 

text analysis of Gojek data. This research will examine how these two methods can classify user reviews and 

feedback and identify the sentiment. Researchers will experiment with various parameter configurations to 

find the most optimal combination. Apart from that, this research will also compare the performance of the 

two methods to determine the most effective and efficient method for text analysis of Gojek data. 

.The urgency of this research is supported by data indicating the critical role of customer feedback in 

improving service quality for on-demand platforms like Gojek. Studies have shown that user satisfaction 

significantly influences the retention and growth of on-demand service platforms [46][47]. With the 

increasing number of Gojek users, analyzing user reviews and feedback becomes a necessity to maintain 

competitive advantage and ensure service quality aligns with user expectations. Furthermore, the volume and 

complexity of textual feedback generated by Gojek users present an opportunity to advance the application 

of Text Mining and machine learning techniques. This research contributes to filling the gap in the literature 

by demonstrating the effectiveness of sentiment analysis using SVM and KNN algorithms in a real-world 

context, specifically for on-demand services. By grounding the urgency in empirical evidence and its 

contribution to both industry and academia, this study emphasizes its relevance and significance. 

This research has significant implications both from an academic and practical perspective. 

Academically, this research will add to the existing literature regarding the application of Text Mining with 

the SVM and KNN methods and provide new insights into how these two methods can be optimized in Gojek 

data analysis. This research can also be a reference for other researchers interested in further studying the 

Text Mining application in the context of on-demand services. Practically, this research's results can help 

Gojek better understand user needs and preferences, improve service quality, and identify problems 

proactively. By analyzing user reviews and feedback, Gojek can identify areas that need improvement and 

take appropriate steps to increase user satisfaction. In addition, the results of this research can also be used 

by Gojek to design more effective marketing and promotional strategies, based on patterns and trends 

identified from user review data. 

The main objective of this research is to explore and evaluate the application of SVM and KNN 

methods in text analysis of Gojek data. This research aims to identify the most effective methods for 

classifying user reviews and feedback and determining their sentiment. Thus, it is hoped that this research 

can significantly contribute to the development of knowledge in the fields of Text Mining and machine 

learning, as well as providing practical benefits for the development of Gojek services. This research is also 

expected to provide new insights for Gojek in understanding user needs and preferences to improve service 

quality and overall user satisfaction. 
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2. RESEARCH METHODS 

The research data comes from scrapping results on the Gojek application throughout 2022, with values 

1 and 2 categorized as negative sentiment analysis, while values 3, 4, and 5 are categorized as positive 

sentiment analysis. A detailed explanation of the research flow diagram is summarized in Figure 1 above as 

described below. 

2.1 Start 

The initial stages of this research are preparation and planning. At this stage, the researcher determines 

the research objectives, designs the methodology, and identifies the data for use. The main objective of this 

research is to evaluate and compare the effectiveness of the Support Vector Machine (SVM) and K-Nearest 

Neighbor (KNN) methods in text analysis of Gojek data. 

2.2 Data 

The next stage is data collection. The data used in this research consists of reviews and feedback from 

1178 Gojek application users from January 2022 to December 2023. This data is obtained from various 

sources such as Gojek's internal database or scraping reviews from online platforms. After the data is 

collected, the next step is data preprocessing, including text cleaning, tokenization, and feature extraction to 

ensure the data is ready for analysis. 

2.3 Data Sharing: Training Data (80%) and Testing Data (20%) 

Once the data is ready, the next step is to divide the data into two sets: training data and testing data. 

This distribution is usually carried out randomly with a proportion of 80% for training data and 20% for 

testing data from data cleaning . Training data will be used to train the classification model, while testing data 

will be used to test and evaluate the performance of the model that has been trained. 

2.4 Feature Selection 

At this stage, the features used in the classification model are selected. Feature selection selects a subset 

of the most relevant features to improve model performance. The selected features can be words, phrases, or 

other attributes that are considered important for the classification of user reviews and feedback [48]. 

2.5 Classification Method 

Once the features are selected, the next step is to apply the classification method. In this research, the 

two classification methods that will be applied are Support Vector Machine (SVM) and K-Nearest Neighbor 

(KNN). 

1. SVM (Support Vector Machine) 

SVM is a powerful machine learning algorithm for classification tasks [31], [49]. This algorithm 

finds the best hyperplane that separates data into different classes. SVM is effective in handling 

high-dimensional data and is often used in text analysis due to its ability to overcome overfitting 

[50]–[52]. 

2. KNN (K-Nearest Neighbor) 

KNN is a simple but effective classification algorithm. This algorithm works by classifying new 

data based on its proximity to data whose categories are already known [53]–[55]. KNN classifies 

data based on the feature space's majority class of the K nearest neighbors [39], [56]. KNN is 

suitable for small to medium datasets and does not require strict assumptions about data 

distribution[57]. 

2.6 Evaluation: Confusion Matrix and AUC-ROC Curve 

Once the SVM and KNN models are trained and tested, the performance of both models is evaluated 

using two key metrics: 

 

1. Confusion Matrix 
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Confusion matrix is an evaluation tool that shows the performance of a classification model by 

presenting the number of correct and incorrect predictions in detail. This matrix consists of four 

elements: True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). 

From this matrix, other evaluation metrics can be calculated such as accuracy, precision, recall, 

and F1- score [58]–[60]. 

2. AUC-ROC Curve 

Area Under Curve (AUC) and Receiver Operating Characteristic (ROC) curve are evaluation tools 

used to measure the performance of binary classification models. ROC curve is a graph that shows 

the relationship between True Positive Rate (TPR) and False Positive Rate (FPR) at various 

thresholds. AUC is the area under the ROC curve and indicates how well the model can 

differentiate between classes. The greater the AUC value, the better the model performance 

[61][62]. 

2.7 End 

The final stage of the research is to summarize the results obtained. Researchers will compare the 

performance of SVM and KNN based on the calculated evaluation metrics. The results of this research will 

be analyzed to determine the most effective and efficient method for classifying Gojek user reviews and 

feedback. In addition, researchers will also identify potential improvements and next steps for future research. 

It is hoped that the results of this research can significantly contribute to the development of Gojek services 

and provide new insights in the fields of Text Mining and machine learning. 

In this research, researchers have adopted a systematic approach to analyzing the sentiment of Gojek 

application users using two classification methods: Support Vector Machine (SVM) and K-nearest neighbor 

(KNN). The process begins with data collection and cleaning, dividing the data into proportional training and 

testing sets. By applying appropriate feature selection techniques, researchers can ensure that the trained 

model has an optimal data representation.  
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Figure 1. Research Flow Diagram 

Figure 1 is a flowchart that illustrates the workflow process in a classification project using two 

methods, Support Vector Machine (SVM) and K-Nearest Neighbor (KNN). The first step begins with 

dividing the dataset into two parts, training data (80%) and test data (20%). Training data is used for the 

feature selection process to identify relevant and important features for the classification model. After 

selecting the features, the SVM and KNN classification methods are applied to the training data to build a 

prediction model. 

Next, the model that has been trained using the training data will be evaluated with the test data.             

The evaluation is carried out using the Confusion Matrix, which functions to measure the performance of the 

classification model. The Confusion Matrix provides information about the number of correct predictions 

(true positive and true negative) and incorrect predictions (false positive and false negative). This flow ends 

after the model performance is evaluated and the analysis results from the Confusion Matrix are obtained. 

  



BAREKENG: J. Math. & App., vol. 19(2), pp. 0889- 0902, June, 2025.  895 

 

 

3. RESULTS AND DISCUSSION 

The following are the results of the descriptive analysis carried out. 

 
Figure 1. Sentiment Analysis Results 

 

Based on the analysis results shown in Figure 2, most Gojek application users positively respond to 

the services provided. Specifically, 66.81% of all reviews analyzed showed positive sentiment. This indicates 

that most users are satisfied with the services they receive, both in terms of service quality, ease of use of the 

application, and responsiveness of the service provider. 

On the other hand, several reviews also showed negative sentiment, reaching 33.19% of the total 

reviews analyzed. This percentage shows that although most users are satisfied, several users still experience 

dissatisfaction or problems using Gojek services. Further analysis of these negative reviews is important to 

identify areas Gojek needs to improve to improve the overall user experience. 

Next, Figure 3 below displays the percentage of the top 20 words most frequently mentioned in user 

reviews of the Gojek application. From this analysis, the words “ driver ” and “application” emerged as the 

most frequently mentioned words, each with a percentage of 0.66%. This shows that interaction with the 

driver and the experience of using the application are the two aspects most often discussed by users. The high 

frequency of the word “ driver ” can illustrate the importance of the driver’s role in the overall user experience. 

In contrast, the high frequency of “application” emphasizes the importance of the features and user interface 

in the Gojek application. 
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Figure 2. Top 20-Word Results 

 

To provide a clearer visual picture of the distribution and frequency of frequently used words in user 

reviews, a wordcloud technique was used, the results of which are shown in Figure 4 below. This wordcloud 

presents the words that appear most frequently in reviews with a font size proportional to their frequency of 

appearance. From this wordcloud, we can easily identify key words often used by users when providing 

reviews of the Gojek application. 

 
Figure 4. Wordcloud Data Gojek 
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This descriptive analysis provides valuable insight into how users respond to the services provided by 

Gojek. By understanding user sentiment and words frequently appearing in reviews, Gojek can identify the 

strengths and weaknesses of its services. This information can be used as a basis for making strategic 

decisions to improve service quality, increase user satisfaction, and ultimately, strengthen Gojek's position in 

the market. This research also highlights the importance of text analysis in understanding user behavior and 

preferences. By using text analysis techniques such as sentiment analysis and wordcloud, companies can gain 

deep insights into user views and experiences that may not be revealed through traditional survey methods 

[20], [63]–[65]. Therefore, applying text analysis in customer service management can be a very effective tool 

to improve service quality and maintain customer satisfaction continuously [66]–[68]. 

After analyzing the results from the wordcloud, which provides an overview of the keywords that 

appear most frequently in user reviews, we can bridge these findings with the results obtained from the 

training and testing data analysis. Table 1 provides a clear picture of the effectiveness of each method in 

classifying training data. The SVM method shows a very high accuracy percentage of 92.55%. This shows 

that SVM effectively recognizes existing data patterns to minimize classification errors. In contrast, KNN 

shows a lower accuracy of 81.71%, which reflects that although KNN is a simple and easy to understand 

method, it is less effective in handling large and complex datasets such as the one used in this study. 

Table 1. Training Data 

Method/ SVM KNN 

Response Positive (%) Negative (%) Positive (%) Negative (%) 

Positive 89.81 4.71 82.19 18.78 

Negative 10.19 95.29 17.81 81.22 

Accuracy 92.55 81.71 

 

Based on Table 1, The percentage of positives successfully identified by SVM reached 89.81%, with 

only 4.71% misclassified as negative. Meanwhile, KNN could classify 82.19% of positive responses, but 

with 18.78% classification errors. In this case, SVM has a higher accuracy level and shows better consistency 

in predicting positive responses. In contrast, KNN has a larger proportion of errors, indicating that this model 

is more susceptible to noise in the data. 

These results are very significant in the context of the Gojek application, where understanding user 

sentiment is key to improving services. With the high accuracy of SVM, companies can be more confident 

in making data-based decisions that rely on user sentiment analysis. SVM methods can direct service 

improvement efforts based on more accurate and relevant feedback, while KNN may require more setup and 

data preprocessing to achieve similar results. 

Table 2. Percentage of Testing Data 

Method/ SVM KNN 

Response Positive (%) Negative (%) Positive (%) Negative (%) 

Positive 78.76 13.95 74.61 32.56 

Negative 21.24 86.05 18.65 97.67 

Accuracy 82.40 77.09 

 

In addition, Table 2 provides more detailed information regarding each method's performance on 

testing data. SVM recorded an accuracy percentage of 82.40%, which shows that this method still shows 

solid performance even though it is in the testing phase. On the other hand, KNN has lower accuracy, namely 

77.09%. This difference in accuracy confirms that SVM can better handle data complexity and provide more 

reliable results. 

In terms of percentage of positive responses, SVM recorded 78.76%, with 13.95% of misclassifications 

being negative. KNN, on the other hand, recorded 74.61% for positive responses, but had a higher error rate 

at 32.56%. This suggests that KNN tends to misclassify large amounts of positive data as negative, which 

can be detrimental in sentiment analysis, where capturing the positive nuances of user feedback is important. 

The results of this test provide significant insight for Gojek in understanding and responding to user 

sentiment. With SVM, which is more accurate, Gojek can be more effective in making strategic decisions 
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based on sentiment analysis. For example, if SVM shows high satisfaction, Gojek can maintain its existing 

marketing strategy. Conversely, if there is an increase in negative responses, the management team can 

immediately respond with corrective action. 

4. CONCLUSIONS 

This research analyzed and compared the performance of Support Vector Machine (SVM) and K-

Nearest Neighbor (KNN) in classifying user sentiment for the Gojek application. The findings demonstrate 

that SVM achieved superior accuracy in both training (92.55%) and testing (82.40%) phases, highlighting its 

capability to handle complex datasets effectively. KNN, while slightly less accurate (training: 81.71%, testing: 

77.09%), still provided competitive results, affirming its potential as a simpler alternative for certain 

sentiment analysis tasks. 

However, the study acknowledges the limitation of using these two methods independently, as 

combining their strengths could yield better performance. This insight emphasizes the need for future research 

to explore hybrid approaches or ensemble techniques, such as integrating SVM and KNN, to improve overall 

accuracy and robustness. Furthermore, while this study focused on SVM and KNN due to their reliability in 

sentiment analysis, subsequent research may benefit from re-evaluating the algorithm selection process and 

testing other robust methods such as Random Forests (RF) and Neural Networks (NN) to verify their 

suitability within the same context.Lastly, the importance of aligning the choice of algorithms with the 

dataset's characteristics and research objectives was reinforced. Future work should incorporate larger 

datasets and advanced NLP techniques, such as contextual processing, to enhance the understanding and 

utility of user sentiment analysis for practical applications like personalized recommendation systems. 
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