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ABSTRACT 

Article History: 
Some semiparametric regression model approaches include spline, kernel, Fourier series, 

and wavelet. Semiparametric regression modelling can involve more than one independent 

variable (multivariable), a parametric approach is usually combined with one of the 

nonparametric approaches, such as combining a parametric approach with a 
nonparametric kernel. If a consumer price index model can be built based on the variables 

that influence it, predictions of consumer price percentages can be made, which it is hoped 

will help the government determine policies to control consumer price inflation, especially 

in West Nusa Tenggara Province. The data used in this research includes the consumer 
price index and the factors that influence it according to districts/cities in West Nusa 

Tenggara Province from 2022 to April 2024. The data source was obtained from secondary 

data at BPS West Nusa Tenggara Province. This research design uses a mixed 

semiparametric approach of truncated spline and kernel regression. Based on calculations, 
the predicted results of the consumer price index in West Nusa Tenggara Province show that 

the predicted data graph (�̂�) is very close to the actual data (𝑦). Modelling the consumer 

price index in West Nusa Tenggara Province is a model with 2 knot points, where the model 

efficiency has the smallest GCV value of 0.001507. The model goodness value (𝑅2) is 0.99, 

meaning that the variables used can explain 99% of the model variability. 
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1. INTRODUCTION 

Regression analysis has a very important role in statistical theory and its applications. A common 

problem that occurs is determining the functional form of correlation between two or more variables. 

Functional relationships between variables are also determined based on data patterns; if the data follows a 

certain pattern, then use a parametric regression approach. Meanwhile, if the data does not follow a certain 

pattern, then use a nonparametric regression model. The implementation of a combined regression approach 

is also said to be a semiparametric regression approach, where the correlation between each variable can be 

carried out using a parametric approach, while a nonparametric approach will model some of the other 

variables [1]. In semiparametric regression models, there are several approach models, each of which has its 

motivation in obtaining a form of regression estimator. Some semiparametric regression approach models 

include spline, kernel, Fourier series, and wavelet. 

Semiparametric regression modeling can involve more than one response variable (multivariable), a 

parametric approach is usually combined with one of the nonparametric approaches only, such as combining 

a parametric approach with a nonparametric kernel [2]. The assumption used is that some of the variable data 

has a distribution pattern with a certain shape (for example a straight line), and some of the distribution pattern 

has a similar shape in a nonparametric approach, such as the pattern used in the kernel approach [3]. However, 

in reality the data distribution pattern is not always uniform for the nonparametric approach of each variable. 

Therefore, semiparametric regression modeling was developed, which can combine parametric approaches 

and more than one nonparametric approach in the hope of providing better models and predictions [4]. Several 

studies have been produced relating to mixed nonparametric and semiparametric regression models, including 

research on mixed truncated spline and kernel nonparametric regression models [5], [6], [7], [8] mixed kernel 

and Fourier series nonparametric regression models [9], [10] mixed kernel and Fourier series semiparametric 

regression models [11], [12], [13] mixed truncated spline and Fourier series semiparametric regression 

models [14].  

The country of Indonesia, including West Nusa Tenggara, is starting to face very serious problems 

regarding the consumer price index (CPI). Controlling inflation by maintaining CPI inflation within the target 

range of 3.0% - 1.0% in 2023 is one of the agendas launched by the government. The consumer price index 

is influenced by several factors, including: 1) Price policy set by the government; 2) Level of consumer 

demand for goods and services; 3) Increase in community income; 4) Production costs incurred by producers; 

and 5) Currency exchange rates. If a consumer price index model can be built based on the variables that 

influence it, predictions of consumer price percentages can be made, which it is hoped will help the 

government determine policies to control consumer price inflation, especially in West Nusa Tenggara 

Province. Modeling the consumer price index can be done using a nonparametric kernel or Fourier series 

regression approach, as has been shown by previous studies [15], [16]. The difference between this research 

and previous research is the case study. So the appropriate regression model in this case is a mixed regression 

model of truncated splines and kernels in semiparametric regression, which is very appropriate for solving 

the problems in this research. 

The mixed truncated spline and kernel estimator model in semiparametric regression plays a very 

important role in solving regression modeling problems that have a relationship between the response variable 

and the predictor variables. The relationships referred to are some that follow certain patterns, others that 

have patterns that change at certain intervals, and others that do not follow certain patterns. The parametric 

regression, nonparametric regression, and semi-parametric regression models that have been developed by 

previous studies have not been able to handle regression modeling cases such as those mentioned above. 

Therefore, based on the explanation that has been described, we will apply semiparametric mixed truncated 

spline and kernel regression modeling in modeling the consumer price index in West Nusa Tenggara 

Province. The aim is to obtain the best consumer price index model in West Nusa Tenggara in implementing 

the new policy. 

2. RESEARCH METHODS 

2.1 Truncated Spline Estimator 

The nonparametric regression estimation technique first introduced by Whittaker in 1923 was the 

truncated spline [17]. This technique is very effective in organizing data with changes in behavior at certain 
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intervals. A truncated spline is also called a polynomial model which is divided into several segments [18]. 

Estimators of the parameters of this model can be obtained using a well-known statistical method, namely 

Maximum Likelihood Estimation (MLE). If the MLE method is used, the parameter estimator is obtained as 

follows: 

�̂̃� = [𝑮(𝒌)𝑻𝑮(𝒌)]
−𝟏

𝑮(𝒌)𝑻�̃�     (1) 

with,  

�̂�(𝒕𝒊) = 𝑮(𝒌)�̃�. 

2.2 Kernel Estimator 

The Rosenblatt-Parzen kernel density is often referred to as a kernel estimator, which was first 

introduced by Rosenblatt in 1956 and Parzen in 1962 [17]. The kernel estimator is a linear estimator that is 

similar to general estimators and is more specific in use [19]. Thus, the form can be written in the following 

matrix notation: 

                 �̂̃�𝛼(𝑧) = 𝐷(𝛼)�̃�      (2) 

2.3 Generalized Cross Validation (GCV) 

The optimal spline and the smoothness of the curve depend on the selection of knot points. Different 

intervals become places where the function changes in knot point 𝑘. Meanwhile, the bandwidth 𝛼 in the 

kernel method functions as a smoothing parameter for smooth curve estimation [20]. Determining the 

optimum value can use the GCV method. The GCV value from combining the truncated spline and kernel 

models can be obtained in the following way:  

𝐺𝐶𝑉(𝑘, 𝛼) =
𝑀𝑆𝐸 (𝑘,𝛼)

(𝑛−1𝑡𝑟(𝐼−𝑀(𝑘,𝛼)))
2     (3) 

with, 

    𝑀𝑆𝐸(𝑘, 𝛼) = 𝑛−1 ∑ (𝑦𝑖 − �̂�𝑖)
2𝑛

𝑖=1  

2.4 Coefficient of Determination 𝑹𝟐 

Obtaining the best model for certain criteria is the goal of regression analysis so that it can explain the 

correlation of each variable. Selecting the best model using the 𝑹𝟐 value is one of the frequently used criteria. 

The higher the 𝑹𝟐 value, the better the model obtained. According to [19], the coefficient of determination 

𝑹𝟐 can be defined as follows: 

𝑹𝟐 =
(�̂�−�̅�)𝑻(�̂�−�̅�)

(𝒚−�̅�)𝑻(𝒚−�̅�)
      (4) 

2.5 Research Data 

The data used in this research includes the consumer price index and the factors that influence it 

according to districts/cities in West Nusa Tenggara Province from 2022 to April 2024. The data source was 

obtained from secondary data at BPS West Nusa Tenggara Province. The research data is divided into 

dependent variables and several independent variables. Following are some of these variables listed in Table 

1. 

Table 1. Research Variable 

Symbol Variable Unit 

𝑦 Consumer Price Index % 

𝑥1 Education % 

𝑥2 Food, Drinks, Tobacco % 

𝑥3 Clothing and Footwear % 

𝑥4 Housing, Water, Electricity, and Household Fuel % 

𝑥5 Supplies, Equipment, and Routine Household Maintenance % 

𝑥6 Health % 

𝑥7 Information, Communication, and Financial Services % 
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Symbol Variable Unit 

𝑥8 Recreation, Sports, and Culture % 

𝑥9 Provision of Food and Drinks/Restaurant % 

𝑥10 Personal Care and Other Services % 

𝑥11 Transportation % 

2.6 Research Stages 

This research applies a mixed truncated spline and kernel semiparametric regression approach. The 

analysis steps are as follows: 

a. Make a plot of each variable that influences the consumer price index to determine variables 

whose functional form patterns are known, as well as identify variable data patterns based on a 

semiparametric component approach. 

b. Carrying out semiparametric regression modeling by combining parametric and nonparametric 

approaches. 

c. Determine parameter estimates for parametric approaches and nonparametric components. 

d. Determine the optimum bandwidth, optimum smoothing parameters, and optimum oscillation 

parameters using the GCV criteria. 

e. Establish a semiparametric regression model based on the optimum bandwidth, optimum 

smoothing parameters, and optimum oscillation parameters obtained. 

f. Testing the accuracy and goodness of the model obtained, including normality, independence, and 

error heteroscedasticity tests. 

g. Predict the consumer price index based on the obtained model. 

3. RESULTS AND DISCUSSION 

3.1 Data Exploration 

A plot illustration between each variable that influences the consumer price index shown in Figure 1. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Scatterplot of Dependent and Independent Variables  

Based Figure 1 describes that the variable 𝑥1 follows a linear data pattern. However, the shape of the 

data pattern other than variable 𝑥1 is not known with certainty, so theoretically, these ten variables can be 

approached using nonparametric methods. The data pattern of variable y with variables 𝑥2, 𝑥3, 𝑥4,  𝑥5, 𝑥6 ,
𝑥7, 𝑥8, 𝑥9, 𝑥10 does not have a particular pattern so it uses a nonparametric spline. Meanwhile, if the data 

pattern of variable y and variable x_11 changes at certain intervals, using a nonparametric kernel. The 
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parametric component will be symbolized by 𝑥, the nonparametric spline by 𝑡, and the nonparametric kernel 

by 𝑧. The following complete information regarding each independent variable is written in Table 2. 

Table 2. Parametric and Nonparametric Components 

No. Independent Variable Approach Method 
Variable 

Symbol 

1. Education Linear parametric 𝑥 

2. Food, Drinks, Tobacco Truncated Spline 𝑡1 

3. Clothing and Footwear Truncated Spline 𝑡2 

4. Housing, Water, Electricity and Household Fuel Truncated Spline 𝑡3 

5. Supplies, Equipment, and Routine Household Maintenance Truncated Spline 𝑡4 

6. Health Truncated Spline 𝑡5 

7. Information, Communication and Financial Services Truncated Spline 𝑡6 

8. Recreation, Sports and Culture Truncated Spline 𝑡7 

9. Provision of Food and Drinks/Restaurant Truncated Spline 𝑡8 

10. Personal Care and Other Services Truncated Spline 𝑡9 

11. Transportation Kernel 𝑧 

3.2 Mixed Semiparametric Regression Models 

Mixed truncated spline and kernel semiparametric regression modeling for consumer price index data 

can be expressed as follows: 

𝑦𝑖 = 𝜇(𝑥𝑖 , 𝑡1𝑖 , 𝑡3𝑖 , 𝑡4𝑖 , 𝑡5𝑖 , 𝑡6𝑖, 𝑡7𝑖, 𝑡8𝑖 , 𝑡9𝑖 , 𝑧𝑖) + 𝜀𝑖  

 = 𝑓(𝑥𝑖) + 𝑔1(𝑡1𝑖) + 𝑔2(𝑡2𝑖) + 𝑔3(𝑡3𝑖) + 𝑔4(𝑡4𝑖) + 𝑔5(𝑡5𝑖) + 𝑔6(𝑡6𝑖) + 𝑔7(𝑡7𝑖) + 𝑔8(𝑡8𝑖) 

+ 𝑔9(𝑡9𝑖) + ℎ(𝑧𝑖) + 𝜀𝑖 . 

Next, it is approached with the following function: 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝜃11𝑡1𝑖 + 𝜆11(𝑡1𝑖 − 𝐾11) + 𝜆12(𝑡1𝑖 − 𝐾12) + ⋯ + 𝜆1𝑘(𝑡1𝑖 − 𝐾𝑖𝑘) + 𝜃21𝑡2𝑖 

+ 𝜆21(𝑡2𝑖 − 𝐾21) + 𝜆22(𝑡2𝑖 − 𝐾22) + ⋯ + 𝜆2𝑘(𝑡2𝑖 − 𝐾2𝑘) +  𝜃31𝑡3𝑖 + 𝜆31(𝑡3𝑖 − 𝐾31) 

+ 𝜆32(𝑡3𝑖 − 𝐾32) + ⋯ + 𝜆3𝑘(𝑡3𝑖 − 𝐾3𝑘) + 𝜃41𝑡4𝑖 + 𝜆41(𝑡4𝑖 − 𝐾41) + 𝜆42(𝑡4𝑖 − 𝐾42) 

+ ⋯ + 𝜆4𝑘(𝑡4𝑖 − 𝐾4𝑘) + 𝜃51𝑡5𝑖 + 𝜆51(𝑡5𝑖 − 𝐾51) + 𝜆52(𝑡5𝑖 − 𝐾52) + ⋯ + 𝜆5𝑘(𝑡5𝑖 − 𝐾5𝑘) 

+ 𝜃61𝑡6𝑖 + 𝜆61(𝑡6𝑖 − 𝐾61) + 𝜆62(𝑡6𝑖 − 𝐾62) + ⋯ + 𝜆6𝑘(𝑡6𝑖 − 𝐾6𝑘) + 𝜃71𝑡7𝑖 + 𝜆71(𝑡7𝑖 − 𝐾71) 

+ 𝜆72(𝑡7𝑖 − 𝐾72) + ⋯ + 𝜆7𝑘(𝑡7𝑖 − 𝐾7𝑘) + 𝜃81𝑡8𝑖 + 𝜆81(𝑡8𝑖 − 𝐾81) + 𝜆82(𝑡8𝑖 − 𝐾82) 

+ ⋯ + 𝜆8𝑘(𝑡8𝑖 − 𝐾8𝑘) + 𝜃91𝑡9𝑖 + 𝜆91(𝑡9𝑖 − 𝐾91) + 𝜆92(𝑡9𝑖 − 𝐾92) + ⋯ + 𝜆9𝑘(𝑡8𝑖 − 𝐾8𝑘) 

+ ∑

1
𝛼

𝐾 (
𝑧 − 𝑧𝑖

𝛼
)

∑
1
𝛼

𝐾𝑛
𝑖=1 (

𝑧 − 𝑧𝑖
𝛼

)

𝑛

𝑖=1

𝑦𝑖 + 𝜀𝑖 . 

The best model results were obtained through a comparison of GCV values. The GCV criteria 

determine the optimum bandwidth, optimum smoothing parameters, and optimum oscillation parameters. 

This research will carry out various experiments on the number of knot points, namely 1, 2, up to 3 knot 

points. 

3.2.1 Model with 1 Knot Truncated Spline Component 

  Modeling with a truncated spline component with 1 knot point can be shown in the following equation: 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝜃11𝑡1𝑖 + 𝜆11(𝑡1𝑖 − 𝐾11) +  𝜃21𝑡2𝑖 + 𝜆21(𝑡2𝑖 − 𝐾21) +  𝜃31𝑡3𝑖 + 𝜆31(𝑡3𝑖 − 𝐾31) 

+ 𝜃41𝑡4𝑖 + 𝜆41(𝑡4𝑖 − 𝐾41) + 𝜃51𝑡5𝑖 + 𝜆51(𝑡5𝑖 − 𝐾51) + 𝜃61𝑡6𝑖 + 𝜆61(𝑡6𝑖 − 𝐾61) + 𝜃71𝑡7𝑖 

+ 𝜆71(𝑡7𝑖 − 𝐾71) +  𝜃81𝑡8𝑖 + 𝜆81(𝑡8𝑖 − 𝐾81) + 𝜃91𝑡9𝑖 + 𝜆91(𝑡9𝑖 − 𝐾91) 
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+ ∑

1
𝛼

𝐾 (
𝑧 − 𝑧𝑖

𝛼
)

∑
1
𝛼

𝐾𝑛
𝑖=1 (

𝑧 − 𝑧𝑖
𝛼

)

𝑛

𝑖=1

𝑌𝑖 + 𝜀𝑖 . 

The GCV values obtained are listed in Table 3. 

Table 3. GCV Value on Models with 1 Knot Point 

Linear 

Parametric 
Spline Kernel 

GCV 

𝜷𝟏 Knot Point (𝑲) Bandwidth 

𝒙 𝑲𝟏 𝑲𝟐 𝑲𝟑 𝑲𝟒 𝑲𝟓 𝑲𝟔 𝑲𝟕 𝑲𝟖 𝑲𝟗 𝜶  

-1.501 106.96 104.30 102.37 104.80 102.79 97.22 103.67 104.32 107.37 0.040 0.011039 

-1.349 106.20 103.84 10212 104.34 102.46 97.07 103.34 104.07 106.62 0.042 0.019503 

-0.978 105.44 103.37 101.89 103.89 102.12 96.92 103.02 103.81 105.87 0.043 0.021315 

-0.705 104.68 102.91 101.64 103.44 101.78 96.77 102.69 103.55 105.11 0.050 0.038038 

-1.586 111.51 107.10 103.82 107.51 104.83 98.12 105.62 105.87 111.88 0.044 0.054243 

Table 3 shows that the smallest GCV value is 0.011039 and provides estimates of the parameters in 

the spline components listed in Table 4 below: 

Table 4. Parameter Estimation with 1 Knot Point 

Variable Parameter Estimation 

𝑡1 𝜃11 -0.0164 

 𝜆11 1.0486 

𝑡2 𝜃21 -1.9252 

 𝜆21 -0.3032 

𝑡3 𝜃31 -2.5397 

 𝜆31 0.7894 

𝑡4 𝜃41 1.6667 

 𝜆41 1.4069 

𝑡5 𝜃51 -0.4613 

 𝜆51 0.1778 

𝑡6 𝜃61 -0.5580 

 𝜆61 5.7414 

𝑡7 𝜃71 -1.1938 

 𝜆71 2.1619 

𝑡8 𝜃81 -0.1695 

 𝜆81 -1.6982 

𝑡9 𝜃91 -1.0670 

 𝜆91 -0.1367 

Based on the results of Table 3 and Table 4, a model with a truncated spline component of 1 knot 

point can be written, namely: 

�̂�𝑖 = 183.3636 − 1.50131𝑥𝑖 − 0.0164𝑡1𝑖 + 1.0486(𝑡1𝑖 − 106.96) − 1.9252𝑡2𝑖 −  0.3032(𝑡2𝑖 − 104.30) 

− 2.5397𝑡3𝑖 + 0.7894(𝑡3𝑖 − 102.37) + 1.6667𝑡4𝑖 +  1.4069(𝑡4𝑖 − 104.80) − 0.4613𝑡5𝑖 

+ 0.1778(𝑡5𝑖 − 102.79) − 0.5580𝑡6𝑖 +  5.7414(𝑡6𝑖 − 97.22) − 1.1938𝑡7𝑖 

+ 2.1619(𝑡7𝑖 − 103.67) − 0.1695𝑡8𝑖 −  1.6982(𝑡8𝑖 − 104.32) − 1.0670𝑡9𝑖 

−0.1367(𝑡9𝑖 − 107.37) + ∑

1
0.040

𝐾 (
𝑧 − 𝑧𝑖
0.040

)

∑
1

0.040
𝐾𝑛

𝑖=1 (
𝑧 − 𝑧𝑖
0.040

)

28

𝑖=1

𝑌𝑖 

3.2.2 Model with 2 Knot Truncated Spline Components 
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Modeling with a truncated spline component with 2 knot points can be shown in the following equation: 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝜃11𝑡1𝑖 + 𝜆11(𝑡1𝑖 − 𝐾11) + 𝜆12(𝑡1𝑖 − 𝐾12) + 𝜃21𝑡2𝑖 + 𝜆21(𝑡2𝑖 − 𝐾21) + 𝜆22(𝑡2𝑖 − 𝐾22) 

+ 𝜃31𝑡3𝑖 + 𝜆31(𝑡3𝑖 − 𝐾31) + 𝜆32(𝑡3𝑖 − 𝐾32) + 𝜃41𝑡4𝑖 + 𝜆41(𝑡4𝑖 − 𝐾41) + 𝜆42(𝑡4𝑖 − 𝐾42) + 𝜃51𝑡5𝑖 

+ 𝜆51(𝑡5𝑖 − 𝐾51) + 𝜆52(𝑡5𝑖 − 𝐾52) + 𝜃61𝑡6𝑖 + 𝜆61(𝑡6𝑖 − 𝐾61) + 𝜆62(𝑡6𝑖 − 𝐾62) + 𝜃71𝑡7𝑖 

+ 𝜆71(𝑡7𝑖 − 𝐾71) + 𝜆72(𝑡7𝑖 − 𝐾72) + 𝜃81𝑡8𝑖 + 𝜆81(𝑡8𝑖 − 𝐾81) + 𝜆82(𝑡8𝑖 − 𝐾82) + 𝜃91𝑡9𝑖 

+ 𝜆91(𝑡9𝑖 − 𝐾91) + 𝜆92(𝑡9𝑖 − 𝐾92) + ∑

1
𝛼

𝐾 (
𝑧 − 𝑧𝑖

𝛼
)

∑
1
𝛼

𝐾𝑛
𝑖=1 (

𝑧 − 𝑧𝑖
𝛼

)

𝑛

𝑖=1

𝑌𝑖 + 𝜀𝑖. 

The resulting GCV values are listed in Table 5. 

Table 5. GCV Value on Model with 2 Knot Points 

Linear 

Parametric 
Spline Kernel 

GCV 

𝜷𝟏 Knot Point (𝑲) Bandwidth 

𝒙 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝜶  

 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐   

0.2291 

 

103.63 

106.08 

102.26 

103.77 

101.30 

102.09 

102.81 

104.27 

101.31 

102.40 

96.56 

97.05 

102.24 

103.29 

103.20 

10403 

104.07 

106.50 

0.028 0.001507 

 

1.133 

 

103.63 

107.31 

102.26 

104.52 

101.30 

102.48 

102.81 

105.01 

101.31 

102.95 

96.56 

97.29 

10224 

103.82 

103.20 

104.44 

104.07 

107.72 

0.044 

 

0.002642 

 

-0.114 

 

110.99 

112.22 

106.78 

107.53 

103.66 

104.05 

107.20 

107.93 

104.59 

105.14 

98.02 

98.26 

105.39 

105.92 

105.69 

106.10 

111.36 

112.57 

1.089 

 

0.003242 

 

-2.134 

 

106.08 

113.44 

103.77 

108.28 

102.09 

104.44 

104.27 

108.66 

102.40 

105.69 

97.05 

98.50 

103.29 

106.44 

104.03 

106.52 

107.72 

117.43 

0.035 

 

0.004192 

-2.879 

 

107.31 

117.12 

104.52 

110.54 

102.48 

105.62 

105.01 

110.86 

102.95 

107.33 

97.29 

99.23 

103.82 

108.02 

104.44 

107.76 

107.72 

117.43 

0.051 0.005112 

Table 5 shows that the smallest GCV value is 0.001507 and provides estimates of the parameters in 

the spline components listed in Table 6 below: 

Table 6. Parameter Estimation with 2 Knot Points 

Variable Parameter Estimation 

𝑡1 𝜃11 1.5054 

 𝜆11 1.3069 

 𝜆12 0.1295 

𝑡2 𝜃21 -1.0255 

 𝜆21 -0.0440 

 𝜆22 1.7958 

𝑡3 𝜃31 -0.3889 

 𝜆31 -0.4072 

 𝜆32 -2.8178 

𝑡4 𝜃41 -1.3708 

 𝜆41 -0.0073 

 𝜆42 0.8788 

𝑡5 𝜃51 -2.1571 

 𝜆51 0.3333 

 𝜆52 -0.5816 

𝑡6 𝜃61 -0.2665 

 𝜆61 0.8782 

 𝜆62 -0.1733 

𝑡7 𝜃71 1.2418 
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Variable Parameter Estimation 

 𝜆71 -0.4986 

 𝜆72 -1.9169 

𝑡8 𝜃81 -1.3297 

 𝜆81 1.9603 

 𝜆82 -0.7795 

𝑡9 𝜃91 1.4145 

 𝜆91 2.8520 

 𝜆92 -0.2720 

Based on the results of Table 5 and Table 6, a model with a truncated spline component of 2 knot 

points can be written, namely: 

�̂�𝑖 = −15.6575 + 0.2291𝑥𝑖 + 1.5054𝑡1𝑖 + 1.3069(𝑡1𝑖 − 103.63) +  0.1295(𝑡1𝑖 − 106.08) −  1.0255𝑡2𝑖 

− 0.0440(𝑡2𝑖 − 102.26) +  1.7958 (𝑡2𝑖 − 103.77) − 0.3889𝑡3𝑖 −  0.4072(𝑡3𝑖 − 101.30) 

− 2.8178(𝑡3𝑖 − 102.09) − 1.3708𝑡4𝑖 − 0.0073(𝑡4𝑖 − 102.81) +  0.8788 (𝑡4𝑖 − 104.27) 

− 2.1571𝑡5𝑖 + 0.3333(𝑡5𝑖 − 101.31) −  0.5816(𝑡5𝑖 − 102.40) −  0.2665𝑡6𝑖  

+ 0.8782(𝑡6𝑖 − 96.56) −  0.1733 (𝑡6𝑖 − 97.05) + 1.2418𝑡7𝑖 −  0.4986(𝑡7𝑖 − 102.24) 

− 1.9169(𝑡7𝑖 − 103.29) − 1.3297𝑡8𝑖 + 1.9603(𝑡8𝑖 − 103.20) −  0.7795 (𝑡8𝑖 − 104.03) 

+ 1.4145𝑡9𝑖 + 2.8520(𝑡9𝑖 − 104.07) −  0.2720(𝑡9𝑖 − 106.50) + ∑

1
0.028

𝐾 (
𝑧 − 𝑧𝑖

0.028
)

∑
1

0.028
𝐾𝑛

𝑖=1 (
𝑧 − 𝑧𝑖
0.028

)

28

𝑖=1

𝑌𝑖 

3.2.3 Model with 3 Knot Truncated Spline Components 

Modeling with a truncated spline component with 3 knot points can be shown in the following 

equation: 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝜃11𝑡1𝑖 + 𝜆11(𝑡1𝑖 − 𝐾11) + 𝜆12(𝑡1𝑖 − 𝐾12) + 𝜆13(𝑡1𝑖 − 𝐾13) + 𝜃21𝑡2𝑖 + 𝜆21(𝑡2𝑖 − 𝐾21) 

+ 𝜆22(𝑡2𝑖 − 𝐾22) + 𝜆23(𝑡2𝑖 − 𝐾23) + 𝜃31𝑡3𝑖 + 𝜆31(𝑡3𝑖 − 𝐾31) + 𝜆32(𝑡3𝑖 − 𝐾32) + 𝜆33(𝑡3𝑖 − 𝐾33) 

+ 𝜃41𝑡4𝑖 + 𝜆41(𝑡4𝑖 − 𝐾41) + 𝜆42(𝑡4𝑖 − 𝐾42) +  𝜆43(𝑡4𝑖 − 𝐾43)+ 𝜃51𝑡5𝑖 + 𝜆51(𝑡5𝑖 − 𝐾51) 

+ 𝜆52(𝑡5𝑖 − 𝐾52) + 𝜆53(𝑡5𝑖 − 𝐾53)+ 𝜃61𝑡6𝑖 + 𝜆61(𝑡6𝑖 − 𝐾61) + 𝜆62(𝑡6𝑖 − 𝐾62) 

+ 𝜆63(𝑡6𝑖 − 𝐾63) + 𝜃71𝑡7𝑖 + 𝜆71(𝑡7𝑖 − 𝐾71) +  𝜆72(𝑡7𝑖 − 𝐾72)+ 𝜆73(𝑡7𝑖 − 𝐾73) + 𝜃81𝑡8𝑖 

+ 𝜆81(𝑡8𝑖 − 𝐾81) + 𝜆82(𝑡8𝑖 − 𝐾82) + 𝜆83(𝑡8𝑖 − 𝐾83) + 𝜃91𝑡9𝑖 + 𝜆91(𝑡9𝑖 − 𝐾91) + 𝜆92(𝑡9𝑖 − 𝐾92) 

+ 𝜆93(𝑡9𝑖 − 𝐾93) + ∑

1
𝛼

𝐾 (
𝑧 − 𝑧𝑖

𝛼
)

∑
1
𝛼

𝐾𝑛
𝑖=1 (

𝑧 − 𝑧𝑖
𝛼

)

𝑛

𝑖=1

𝑌𝑖 + 𝜀𝑖. 

The resulting GCV values are listed in Table 7. 

 

 

 

Table 7. GCV Value on Model with 3 Knot Points 

Linear 

Parametric 
Spline Kernel 

GCV 

𝜷𝟏 Knot Point (𝑲) Bandwidth 

𝒙 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝑲𝟏 𝜶  

 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐 𝑲𝟐   

 𝑲𝟑 𝑲𝟑 𝑲𝟑 𝑲𝟑 𝑲𝟑 𝑲𝟑 𝑲𝟑 𝑲𝟑 𝑲𝟑   
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-1.678 

 

106.75 

114 

115.45 

104.18 

108.62 

109.51 

102.30 

104.62 

105.08 

104.67 

109 

109.86 

102.70 

105.94 

106.59 

97.18 

98.61 

98.90 

103.58 

106.68 

107.30 

104.25 

106.71 

107.20 

107.16 

114.34 

115.77 

0.040 

 

0.004373 

-1.821 103.85 

109.65 

116.9 

102.4 

105.96 

110.4 

101.37 

103.23 

105.55 

102.94 

106.40 

110.73 

101.41 

104 

107.23 

96.61 

97.75 

99.18 

102.34 

104.82 

107.92 

103.27 

105.23 

107.69 

104.29 

110.03 

117.21 

0.550 

 

0.005277 

 

-0.387 109.65 

114 

116.90 

105.96 

108.62 

110.40 

103.23 

104.62 

105.55 

106.40 

109 

110.73 

104 

105.94 

107.23 

97.75 

98.61 

99.18 

104.82 

106.68 

107.92 

105.23 

106.71 

107.69 

110.03 

114.34 

117.21 

0.025 

 

0.007024 

 

-1.985 

 

106.75 

112.55 

114 

104.18 

107.73 

108.62 

102.30 

104.16 

104.62 

104.67 

108.13 

109 

102.70 

105.29 

105.94 

97.18 

98.32 

98.61 

103.58 

106.06 

106.68 

104.25 

106.22 

106.71 

107.16 

112.90 

114.34 

0.041 

 

0.009727 

 

-1.386 

 

106.75 

111.10 

114 

104.18 

106.84 

108.62 

102.30 

103.69 

104.62 

104.67 

107.27 

109 

102.70 

104.64 

105.94 

97.18 

98.04 

98.61 

103.58 

105.44 

106.68 

104.25 

105.73 

106.71 

107.16 

111.47 

114.34 

0.034 

 

0.011891 

 

Table 7 shows that the smallest GCV value is 0.004373 and provides estimates of the parameters in 

the spline components listed in Table 8 below: 

Table 8. Parameter Estimation with 3 Knot Points 

Variable Parameter Estimation 

𝑡1 𝜃11 -0.1508 

 𝜆11 1.4593 

 𝜆12 -2.2736 

 𝜆13 0.2963 

𝑡2 𝜃21 -2.0102 

 𝜆21 -0.1914 

 𝜆22 1.7161 

 𝜆23 0.6999 

𝑡3 𝜃31 -0.8183 

 𝜆31 0.1360 

 𝜆32 -0.4543 

 𝜆33 0.7867 

𝑡4 𝜃41 5.1870 

 𝜆41 -6.5744 

 𝜆42 -0.3240 

 𝜆43 -4.8175 

𝑡5 𝜃51 5.2118 

 𝜆51 4.0952 

 𝜆52 -2.6196 

 𝜆53 -3.2845 

𝑡6 𝜃61 5.8172 

 𝜆61 -1.2840 

 𝜆62 0.7062 

 𝜆63 1.1043 

𝑡7 𝜃71 2.0096 

 𝜆71 2.5063 

 𝜆72 -1.2964 

 𝜆73 5.3417 

𝑡8 𝜃81 2.0719 

 𝜆81 -7.7212 

 𝜆82 4.8211 
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Variable Parameter Estimation 

 𝜆83 -5.2159 

𝑡9 𝜃91 -2.4928 

 𝜆91 -1.9460 

 𝜆92 2.4650 

 𝜆93 0.0204 

Based on the results of Table 7 and Table 8, a model with a truncated spline component of 3 knot 

points can be written, namely: 

�̂�𝑖 = 289.502 − 1.678𝑥𝑖 − 0.1508𝑡1𝑖 + 1.4593(𝑡1𝑖 − 106.75) − 2.2736(𝑡1𝑖 − 114) 

+ 0.2963(𝑡1𝑖 − 115.45) − 2.0102𝑡2𝑖 − 0.1914(𝑡2𝑖 − 104.18) +  1.7161(𝑡2𝑖 − 108.62) 

+ 0.69999(𝑡2𝑖 − 109.51) − 0.8183𝑡3𝑖 + 0.1360(𝑡3𝑖 − 102.30) − 0.4543(𝑡3𝑖 − 104.62) 

+ 0.7867(𝑡3𝑖 − 105.08) +  5.1870𝑡4𝑖 − 6.5744(𝑡4𝑖 − 104.67) − 0.3240(𝑡4𝑖 − 109) 

− 4.8175(𝑡4𝑖 − 109.86) + 5.2118𝑡5𝑖 + 4.0952(𝑡5𝑖 − 102.70) − 2.6196(𝑡5𝑖 − 105.94) 

− 3.2845(𝑡5𝑖 − 106.59) + 5.8172𝑡6𝑖 − 1.2840(𝑡6𝑖 − 97.18) + 0.7062(𝑡6𝑖 − 98.61) 

+ 1.1043(𝑡6𝑖 − 98.90) + 2.0096𝑡7𝑖 +  2.5063(𝑡7𝑖 − 103.58) − 1.2964(𝑡7𝑖 − 106.68) 

+ 5.3417(𝑡7𝑖 − 107.30) + 2.0719𝑡8𝑖 − 7.7212(𝑡8𝑖 − 104.25) + 4.8211(𝑡8𝑖 − 106.71) 

− 5.2159(𝑡8𝑖 − 107.20) − 2.4928𝑡9𝑖 − 1.9460(𝑡9𝑖 − 107.16) + 2.4650(𝑡9𝑖 − 114.34) 

+ 0.0204(𝑡9𝑖 − 115.77) + ∑

1
0.040

𝐾 (
𝑧 − 𝑧𝑖
0.040

)

∑
1

0.040
𝐾𝑛

𝑖=1 (
𝑧 − 𝑧𝑖
0.040

)

𝑛

𝑖=1

𝑌𝑖. 

Next, compare the GCV values of the 3 knot points obtained as in Table 9 below: 

Table 9. GCV Values for Models with 1, 2, 3 Knot Points 

No. Model GCV 

1. Model with 1 Knot Point 0.011039 

2. Model with 2 Knot Points 0.001507 

3. Model with 3 Knot Points 0.004373 

Based Table 3, Table 5, and Table 7 show that the model with a truncated spline component with 2 

knot points gives the smallest GCV value, namely 0.001507. Thus, the value used in modeling the consumer 

price index in West Nusa Tenggara Province is a model with 2 knot points. 

3.3 Model Accuracy Testing 

The residual assumption is used as a condition for model feasibility. The residual assumptions that 

must be met are that the residuals are normally distributed, independent, and have the following error 

heteroscedasticity. 

3.3.1 Normality Test 

The normality test is carried out using the hypothesis in the Kolmogorov-Smirnov test as follows: 

𝐻0 ∶ Errors are normally distributed (𝜇 = 0) 

𝐻1 ∶ Errors are not normally distributed (𝜇 ≠ 0) 

The following is the calculation of the Kolmogorov-Smirnov test results which are listed in Table 10. 

Table 10. Kolmogorov-Smirnov Test 

Test Statistical Value 𝒑 − 𝐯𝐚𝐥𝐮𝐞 Decision 

0.093 0.200 Reject 𝐻0 
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Table 10 shows a value of 𝐷𝑡𝑒𝑠𝑡 = 0.093 with 𝛼 = 0,05. The comparison of the values of 𝐷 < 𝐷𝑡𝑎𝑏𝑙𝑒 

is 0.093 < 0.250, so the decision fails to reject 𝐻0. Apart from that, the p value is 0.200, which is greater 

than 0.05, causing the decision to fail to reject 𝐻0. Thus, the conclusion is that the error is normally 

distributed. 

3.3.2 Independence Test 

The independence test is carried out using the hypothesis in the Durbin-Watson test as follows: 

𝐻0 ∶  𝜌1 = 𝜌2 = ⋯ = 𝜌𝑛 = 0 (There is no autocorrelation) 

𝐻1 ∶ 𝜌𝑖 ≠ 0, 𝑖 = 1, 2, 3, … , 𝑛 (There is autocorrelation) 

The following is the calculation of the Durbin-Watson test results which are listed in Table 11. 

Table 11. Durbin-Watson Test 

 𝒅 value 
Durbin Watson table values 

𝒅𝑳 𝒅𝑼 

1.981 1.06 1.91 

Based Table 11 explained that the Durbin-Watson test from the principal component regression method 

obtained a value of 𝑑𝑈 < 𝑑 < 4 − 𝑑𝑈, namely 1.91 < 1.981 < 2.09 so that the decision failed to reject 𝐻0, 

which gave the conclusion that there was no autocorrelation and the independent assumption was met. 

3.3.3 Heteroscedasticity Test 

The heteroscedasticity test is carried out using the hypothesis in the Glejser test as follows: 

𝐻0 ∶ Heteroscedasticity does not occur. 

𝐻1 ∶ Heteroscedasticity occurs. 

The following is the calculation of the Glejser test results, which are listed in Table 12. 

Table 12. Glejser Test 

Variable 𝒕𝒄𝒐𝒖𝒏𝒕 𝒑 𝒗𝒂𝒍𝒖𝒆 Decision 

Error 1.146 0.262 Failed to reject 𝐻0 

Based Table 12 the value obtained is 𝑡0.05;27 = 2.052  with 𝛼 = 0.05. Comparison of the calculated 

𝑡𝑐𝑜𝑢𝑛𝑡 < 𝑡0.05;27, namely 0.146 < 2.052, so the decision fails to reject 𝐻0. Apart from that, the p value is 

0.262 which is greater than 0.05, causing the decision to fail to reject 𝐻0. Thus, the conclusion is that 

heteroscedasticity does not occur or the error variance of the method used is consistent. 

3.4 Consumer Price Index Prediction 

The model is used to predict consumer price index percentage data. The plot between 𝑦 and �̂� for 28 

data is shown in Figure 2 below. 
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Figure 2. Plot of Consumer Price Index Data 

` Figure 2 shows that the predicted data graph (�̂�) is very close to the actual data (𝑦). The model 

goodness value (𝑅2) in the model with 2 knot points is 0.99 or 99%. Thus, the variable groups are education 

(𝑋1), food, drink, and tobacco (𝑋2), clothing and footwear (𝑋3), housing, water, electricity, and household 

fuel (𝑋4), supplies, equipment, and routine maintenance household (𝑋5), health (𝑋6), information, 

communication, and financial services (𝑋7), recreation, sports, and culture (𝑋8), provision of food and 

drinks/restaurants (𝑋9), personal care and other services (𝑋10), and transportation (𝑋11) are able to explain 

99% of the variability of the consumer price index dependent variable. Variability in a regression model is 

critical to evaluating the model's goodness-of-fit, prediction consistency, and reliability. The R2 value of 99% 

shows that the semiparametric mixed truncated spline and kernel regression model is very good at fitting 

consumer price index data. If compared, this value is better than previous research regarding nonparametric 

mixed regression of trauncated linear splines and kernel functions which obtained a model goodness-of-fit 

value of 92.02%. 

4. CONCLUSIONS 

 Several conclusions were obtained based on data analysis and discussions that have been carried out, 

namely as follows: 

a. Model with 2 knot points on the consumer price index data in West Nusa Tenggara Province: 

�̂�𝑖 = −15.6575 + 0.2291𝑥𝑖 + 1.5054𝑡1𝑖 + 1.3069(𝑡1𝑖 − 103.63) +  0.1295(𝑡1𝑖 − 106.08) 

− 1.0255𝑡2𝑖 − 0.0440(𝑡2𝑖 − 102.26) +  1.7958 (𝑡2𝑖 − 103.77) − 0.3889𝑡3𝑖  

− 0.4072(𝑡3𝑖 − 101.30) −  2.8178(𝑡3𝑖 − 102.09) − 1.3708𝑡4𝑖 − 0.0073(𝑡4𝑖 − 102.81) 

+ 0.8788 (𝑡4𝑖 − 104.27) − 2.1571𝑡5𝑖 + 0.3333(𝑡5𝑖 − 101.31) −  0.5816(𝑡5𝑖 − 102.40) 

− 0.2665𝑡6𝑖 + 0.8782(𝑡6𝑖 − 96.56) −  0.1733 (𝑡6𝑖 − 97.05) + 1.2418𝑡7𝑖  

− 0.4986(𝑡7𝑖 − 102.24) −  1.9169(𝑡7𝑖 − 103.29) − 1.3297𝑡8𝑖 + 1.9603(𝑡8𝑖 − 103.20) 

− 0.7795 (𝑡8𝑖 − 104.03) +  1.4145𝑡9𝑖 + 2.8520(𝑡9𝑖 − 104.07) −  0.2720(𝑡9𝑖 − 106.50) 

+ ∑

1
0.028

𝐾 (
𝑧 − 𝑧𝑖
0.028

)

∑
1

0.028
𝐾𝑛

𝑖=1 (
𝑧 − 𝑧𝑖
0.028

)

28

𝑖=1

𝑌𝑖 

b. The prediction results of the consumer price index in West Nusa Tenggara Province based on the 

model obtained show that the predicted data graph (�̂�) is very close to the actual data (𝑦). In 

addition, the model has met the feasibility requirements by testing the assumptions of normality, 

independence, and error heteroscedasticity. 
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c. Modeling the consumer price index in West Nusa Tenggara Province is a model with 2 knot points, 

where the model efficiency has the smallest GCV value of 0.001507. The goodness of model value 

(𝑅2) is 0.99, meaning that the variables used can explain 99% of the model variability.  
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