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ABSTRACT 

Article History: This research aims to answer the challenge of identifying the characteristics of the Batu 

City community in waste management, where traditional clustering techniques are often 

suboptimal due to the presence of noise or objects that do not fit the general pattern. As a 

solution, the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) 
algorithm is applied, which allows the clustering of objects based on local density and 

detects the presence of noise or outliers in the data. DBSCAN is considered more flexible 

than other clustering methods, especially in clustering data that is not linear or has a non-

uniform distribution. This study successfully identified three clusters of waste management 
behavior with a silhouette index of 0.875, indicating good cluster quality. The first cluster 

consists of communities with good environmental quality, active participation in the use 

of waste banks, and a deep understanding of 3R-based waste management. The second 
cluster has adequate infrastructure quality and high awareness of the potential economic 

benefits of waste, while the third cluster displays a pretty good level of understanding of 

the 3Rs and relatively good environmental quality. The results of this study provide 

important insights into the differences in waste management characteristics between 
clusters, with environmental quality proving to be a significant factor in cluster formation. 
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1. INTRODUCTION 

Clustering technique is the process of grouping a set of data objects into several groups or clusters so 

that objects in a cluster have high similarity but are very different from objects in other clusters [1]. Not all 

objects in the study have characters that can be classified in a particular cluster. Some objects with unique 

characters are much different from other objects. These objects are noise that, if included in a cluster, can 

affect character identification and reduce the accuracy of the cluster results formed [2]. Objects identified as 

noise can provide information that cannot be provided by other objects in the data, for example, because noise 

arises from a combination of unusual circumstances that may be very important and need to be investigated 

[3]. 

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm is able to detect 

the presence of noise in data that is effective for clustering data based on data density [2]. This algorithm 

system groups data by identifying points that are not included in the cluster as noise and grouping points that 

have high similarity. 

DBSCAN was introduced by Ester, this algorithm is a non-parametric clustering technique [4]. This 

algorithm was awarded the test of the time award in 2014 by ACM (Association for Computing Machinery) 

during the data mining conference. DBSCAN is a type of partition-based cluster where denser regions are 

considered as clusters and low-density regions are called noise [5]. In DBSCAN, there is no need to provide 

an input value for the number of clusters. Therefore, clusters are formed based on density, not from any form 

of assumption [6]. The main advantage of this algorithm is that it will not include data that is considered noise 

in any cluster. Of course, this is an advantage in itself considering that noise data may have characteristics 

that are much different from the general data set. 

Previous research on DBSCAN cluster analysis has been conducted by [7] entitled “Adaptive marine 

traffic behavior pattern recognition based on multidimensional dynamic time warping and DBSCAN 

algorithm”. This research identifies marine traffic behavior patterns using the DBSCAN algorithm. The 

results show that the DBSCAN approach is more accurate and adaptive in terms of recognizing hidden traffic 

behavior patterns than other methods. 

Another study using DBSCAN cluster analysis was conducted by [8] in a study entitled “Cluster 

Mapping of Waste Exposure Using DBSCAN Approach: Study of Spatial Patterns and Potential Distribution 

in Bantul Regency”. This study aims to map locations that have the potential to experience waste 

accumulation in order to reduce the negative impact of microplastic pollution. The results showed that the 

optimal value was obtained with MinPts of 7 and Eps (𝜀) of 1500, resulting in a Silhouette Coefficient (SC) 

value of 0.78, which is included in the strong category. 

Cluster analysis can be applied in various fields, one of which is the field of community grouping based 

on waste management behavior patterns. Waste management is one of the biggest challenges faced by the 

Indonesian Government, especially Batu City, with waste production reaching more than 65 million tons per 

year, according to data from the Ministry of Environment and Forestry (MoEF) [9]. Increasing population 

and rapid urbanization exacerbate the situation, while public awareness of the importance of good waste 

management is still low, and waste treatment facilities are limited. This situation underscores the urgency of 

this study, given the negative impacts resulting from ineffective waste management. Poorly managed waste 

can cause environmental pollution and health problems and harm the local economy. In addition, with the 

increasing volume of waste, Batu City faces challenges in providing adequate waste management 

infrastructure. Therefore, this study aims to obtain the characteristics of the Batu City community based on 

waste management behavior patterns and provide a comprehensive understanding of the dynamics of waste 

management behavior in Batu City. The results of this study are not only relevant for the development of 

more effective waste management strategies but also make a significant contribution to the scientific literature 

in the field of waste management and statistical analysis. 
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2. RESEARCH METHODS 

2.1 Hopkins Statistical Test 

According to [10], clustering imposes a classification on an evenly distributed random data set even if 

there are no meaningful groups in it. Therefore, a clustering propensity assessment method should be used to 

evaluate the validity of the clustering analysis. That is, whether a given data set contains meaningful groups. 

The Hopkins statistic is used to assess the clustering tendency of a set of objects by measuring the probability 

that a given set of objects is generated by a uniform distribution of objects. In other words, this method is 

used to test the spatial randomness of the data. Hopkins statistics can be obtained using Equation (1). 

𝑯 =
∑ 𝑾𝒊

𝒏
𝒊=𝟏

∑ 𝑼𝒊
𝒏
𝒊=𝟏 + ∑ 𝑾𝒊

𝒏
𝒊=𝟏

 (𝟏) 

Description: 

𝐻 : Hopkins Statistical Test, where 0 ≤ 𝐻 ≤ 1 

𝑈𝑖 : The nearest neighbor distance between objects 𝑋𝑖 and 𝑋𝑖
′ in the original data 

𝑊𝑖 : Nearest neighbor distance between objects 𝑋𝑖  and 𝑋𝑖
′ sampled from probability sampling 

of the original data. 

Hopkins statistics are not deterministic, so the boundary points that can be considered part of a cluster 

can vary depending on the order in which the data are processed [11]. The interpretation used until now still 

follows the guidelines of [12], which states that if the Hopkins statistical value is close to 0, it indicates that 

the data spreads in the form of a grid, while if the Hopkins statistic is equal to 0.5, it indicates that the data 

spreads randomly so it is less suitable for clustering, on the other hand, if the Hopkins statistical value is close 

to 1, it indicates that the data tends to form a grouped pattern so that it is feasible to do the clustering process. 

One way to overcome the problem of no tendency for groups to form is by increasing the data dimension. 

 

2.2 Principal Component Analysis (PCA) 

According to [13], principal component analysis is a statistical technique that aims to transform most 

of the original variables used and correlated with each other into a new set of smaller, uncorrelated variables. 

Principal component analysis has two types of input matrices, namely, the variance matrix and the 

correlation matrix. The variance matrix is used if the units in the variables are the same, while the correlation 

matrix is used if the units in the variables are different [13]. The matrix is used to construct the characteristic 

root and characteristic vector. The variance matrix can be seen in the following matrix. 

𝑺𝒑×𝒑 =

[
 
 
 
 𝑺𝟏

𝟐

𝑺𝟐𝟏

⋮

𝑺𝟏𝟐 … 𝑺𝟏𝒑

𝑺𝟐
𝟐 … 𝑺𝟐𝒑

⋮ ⋱ ⋮
𝑺𝒑𝟏 𝑺𝒑𝟐 … 𝑺𝒑

𝟐
]
 
 
 
 

 

Elements in the variance matrix are obtained using the following formula 

𝑺𝒋
𝟐 =

∑ (𝒙𝒋𝒊 − 𝒙𝒋.)
𝟐𝒏

𝒊=𝟏

𝒏 − 𝟏
(𝟐) 

𝑺𝒋,𝒋′ =
∑ (𝒙𝒋𝒊 − 𝒙𝒋.)(𝒙𝒋′𝒊 − 𝒙𝒋′.)

𝒏
𝒊=𝟏

𝒏 − 𝟏
(𝟑) 

After forming the variance matrix, we will then look for the value of the characteristic root (𝝀𝟏 ≥ 𝝀𝟐 ≥
⋯ ≥ 𝝀𝒎 ≥ 𝟎). The characteristic root is obtained by solving Equation (4). 

|𝑺 − 𝝀𝑰| = 𝟎 (𝟒) 

The following is the formula for calculating component weights in Equation (5). 

(𝑺 − 𝝀𝑰)𝒂𝒋 = 𝟎 (𝟓) 
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After obtaining the component weights, a linear principal component equation can then be formed. 

Suppose there are 𝒑 variables, namely 𝑿𝟏, 𝑿𝟐, … , 𝑿𝒑, transformed into a new variable vector  

𝑲𝑼′ = (𝑲𝑼𝟏, 𝑲𝑼𝟐, … , 𝑲𝑼𝒑). The linear combination of the main components formed is presented in 

Equation (6). 

𝑲𝑼𝟏 = 𝒂′𝟏𝑿 = 𝒂𝟏𝟏𝑿𝟏 + 𝒂𝟏𝟐𝑿𝟐 + ⋯+ 𝒂𝟏𝒑𝑿𝒑 

𝑲𝑼𝟐 = 𝒂′𝟐𝑿 = 𝒂𝟐𝟏𝑿𝟏 + 𝒂𝟐𝟐𝑿𝟐 + ⋯+ 𝒂𝟐𝒑𝑿𝒑 

⋮ (𝟔) 

𝑲𝑼𝒑 = 𝒂′𝒑𝑿 = 𝒂𝒑𝟏𝑿𝟏 + 𝒂𝒑𝟐𝑿𝟐 + ⋯ + 𝒂𝒑𝒑𝑿𝒑 

Description: 

𝑲𝑼𝒑 : The number of new variables formed as many as 𝒑 

𝒂𝒑𝒑 : Component weight 

𝑿𝒑 : The number of initial variables 𝒑, 𝒋 = 𝟏, 𝟐, … , 𝒑 

If the main component has been obtained, then proceed to calculate the component score of each 

individual, which will be used for further analysis. The principal component score of the 𝒊-th individual can 

be found using Equation (7). 
𝑺𝑲𝒊𝒋 = 𝒛𝒊𝒂𝒋 (𝟕) 

Description: 

𝑺𝑲𝒊𝒋 : The 𝒋-th component score of the 𝒊-th individual  

𝒛𝒊 : Data vector of the 𝒊-th individual 

𝒂𝒋 : Component weight vector 

 

2.3 Density-Based Spatial Clustering of Applications with  Noise 

DBSCAN is a clustering algorithm based on data density. The concept of density in DBSCAN is the 

amount of data within the Epsilon or Eps radius (𝜺) of each data. If the amount of data in the radius 𝜺 is more 

than or equal to MinPts (minimum amount of data in radius 𝜺), the data falls into the desired density category, 

and the amount of data in the radius includes the data itself [14]. In this algorithm, several terms are known 

as follows [7]: 

1. Core is the center point in the cluster based on the density where there are a number of points that must 

be within the user-defined Eps (radius or threshold value) and MinPts (minimum points in the cluster). 

2. Border is a point that becomes a boundary within the center point area (core). 

3. Noise is a point that cannot be reached by the core and is not a border. 

4. Direct reachable density is a point said to be a direct reachable point if the point is directly connected 

to the centre point (core). 

5. Reachable density is a point said to be a reachable point if the point is indirectly connected to the center 

point (core). 

6. Connected density is a point said to be connected to each other by another point. 

The DBSCAN algorithm requires two important parameters, namely Eps (𝜺) and the minimum number 

of neighboring data, to form a group (MinPts). The algorithm of DBSCAN is as follows [15]: 

1. Select the starting point p randomly. 

2. Initialize the input parameters MinPts and Eps. 

3. Calculate Eps or all affordable density distances to 𝒑 using Euclidean distance. 

𝒅𝒊𝒋 = √∑ (𝒙𝒊𝒂 − 𝒙𝒋𝒂)
𝟐𝒑

𝒂
 (𝟖) 

Where 𝒙𝒊𝒂 is the 𝒂-th variable of the object 𝒊 (𝒊 = 𝟏, . . . , 𝒏;  𝒂 = 𝟏, . . . . , 𝒑) and 𝒅𝒊𝒋 is the Euclidean 

Distance value. 

4. If the number of points that satisfy Eps is more than MinPts, then point 𝒑 is the center point (core), and 

the cluster is formed. 
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5. Repeat steps 3 - 4 until all points are processed. If 𝒑 is a border point and there is no point whose 

density is affordable to 𝒑, then the process continues to another point. 

There are several advantages possessed by the DBSCAN algorithm, including [16]. 

1. Recognition of non-convex clusters. 

2. Automatic determination of the number of clusters. 

3. There is no need to use an index to determine the appropriate number of clusters in a partition. 

 

2.4 K-Nearest Neighbour Algorithm 

Clustering data using the DBSCAN algorithm requires two main parameters: epsilon and MinPts [17]. 

Determination of epsilon and MinPts can be done with the help of the K-Nearest Neighbour (KNN) algorithm. 

The KNN algorithm is an algorithm for classifying objects against learning data that is closest to the object 

[18]. To determine epsilon and MinPts, we can use a 𝑘-dist graph. 

 
Figure 1. Example of 𝒌-dist Graph 

(Source: [10]) 

The illustration above is a 𝑘-dist graph with a 𝑘 value of 5. Sharp changes (elbow-shaped) that occur 

on the graph will be considered as epsilon and the 𝑘 value is used as MinPts. The vertical line on the graph 

is a threshold that is determined based on a significant increase in the overall 𝑘-dist graph. The threshold line 

aims to prevent errors in determining the epsilon value where if the eps value is too large, it results in outliers 

joining the group [19]. The steps in determining epsilon and MinPts are as follows. 

1. Calculate the 𝑘-dist value: For each point, compute the average Euclidean distance to its 𝑘-nearest 

neighbors to obtain the 𝑘-dist value. 

2. Sort the 𝑘-dist values in increasing order from least to greatest average. 

3. Observe the point with the sharpest change in each 𝑘-dist graph and mark it as the threshold. 

4. The change in the 𝑘-dist value or the point forming the elbow will be used as the epsilon value and the 

𝑘 value as the corresponding MinPts. 

5. If the value of 𝑘 is too large, the group formed is smaller, and many points will be identified as noise. 

 

2.5 Silhouette Index  

Silhouette Index (SI) is a cluster validation method that can be applied to measure the validity of data 

in a single cluster (one cluster out of all clusters) [20]. In calculating the SI value of the 𝒊-th data, two 

coefficients are required, namely 𝒂 and 𝒃. The coefficient 𝒂 is used to measure the extent to which the 𝒊-th 

data is not similar to the cluster followed. Meanwhile, the 𝒃 value aims to evaluate the extent to which the 

data is incompatible with other clusters. The higher the 𝒃 value, the more incompatible the 𝒊-th data is to 

other clusters. The formulas representing the coefficients 𝒂 and 𝒃 can be found in Equation (9) and Equation 

(10) as explained by [20]. 

𝒂𝒊
𝒋
=

𝟏

𝒎𝒋 − 𝟏
∑ 𝒅(𝒙𝒊

𝒋
, 𝒙𝒓

𝒋
),       𝒊 = 𝟏, 𝟐,… ,𝒎𝒋

𝒎𝒋

𝒓=𝟏
𝒓≠𝟏

 (𝟗) 
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𝒃𝒊
𝒋
= 𝒎𝒊𝒏 {

𝟏

𝒎𝒏
∑ 𝒅(𝒙𝒊

𝒋
, 𝒙𝒓

𝒏)
𝒎𝒏

𝒓=𝟏
𝒓≠𝟏

} , 𝒊 = 𝟏, 𝟐,… ,𝒎𝒏 (𝟏𝟎) 

where: 

𝒅(𝒙𝒊
𝒋
, 𝒙𝒓

𝒋
) : Distance of 𝒊-th data with 𝒓-th data in one cluster 𝒋 

𝒎𝒋 : Number of data in the 𝒋-th cluster 

 

The SI value has a range of [−1, 1] which means: 

1) When the SI value is close to 1, it indicates that the data is more appropriate to be in the cluster. 

2) If the SI value is negative (𝒂𝒊  >  𝒃𝒊), it indicates that the data does not fit in the cluster but is closer to 

another cluster. 

3) If the SI value = 0 or close to 0, it indicates that the data lies on the boundary between two adjacent 

clusters. 

The SI value can be found in several conditions, namely, the SI value of the 𝒊-th data, the cluster SI 

value, and the Global SI value. The three SI values are used to assess the proximity of data or clusters to the 

number 1. The formula for the SI value of the 𝒊-th data is given in Equation (11). 

𝑺𝑰𝒊
𝒋
=

𝒃𝒊
𝒋
−𝒂𝒊

𝒋

𝐦𝐚𝐱{𝒂𝒊
𝒋
,𝒃𝒊

𝒋
}

(𝟏𝟏)

Cluster SI is obtained by calculating the average SI value of all data in the cluster and by using the formula 

in Equation (12). 

𝑺𝑰𝒋 =
𝟏

𝒎𝒋
∑ 𝑺𝑰𝒊

𝒋𝒎𝒋

𝒊=𝟏
(𝟏𝟐)

Global SI is obtained by calculating the average SI value of all clusters; thus, the formula in Equation (13) 

is obtained. 

𝑺𝑰 =
𝟏

𝒌
∑ 𝑺𝑰𝒋

𝒌
𝒋=𝟏 (𝟏𝟑)

Where k is all the clusters. 

 

2.6 Data Source 

Research data in the form of primary data obtained from questionnaires. Respondents of this research 

are the people of Batu City. The unit of analysis and sample unit in this study is the individual. The population 

in this study was all people in Batu City. The sample of this study was the community in Batu City, with a 

total of 100 respondents referring to the theory put forward by [21], which states that models using ≤ 7 

variables require a sample of at least 100. The sampling method used is the purposive sampling method. The 

research was conducted from July to August 2024. In summary, the data structure of this study can be seen 

in Table 1. 

Table 1. Data Structure 

respondents 

Variable 

Environmental 

Quality  

(𝑿𝟏𝒊) 

Quality of 

Facilities and 

Infrastructure 

(𝑿𝟐𝒊) 

Use of Waste 

Bank 

(𝑿𝟑𝒊) 

Understanding 

of 3R-Based 

Waste 

Management 

(𝑿𝟒𝒊) 

Economic 

Benefits of 

Waste 

(𝑿𝟓𝒊) 

𝟏 𝒙𝟏𝟏 𝒙𝟐𝟏 𝒙𝟑𝟏 𝒙𝟒𝟏 𝒙𝟓𝟏 

𝟐 𝒙𝟏𝟐 𝒙𝟐𝟐 𝒙𝟑𝟐 𝒙𝟒𝟐 𝒙𝟓𝟐 

𝟑 𝒙𝟏𝟑 𝒙𝟐𝟑 𝒙𝟑𝟑 𝒙𝟒𝟑 𝒙𝟓𝟑 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
𝟏𝟎𝟎 𝒙𝟏𝟏𝟎𝟎 𝒙𝟐𝟏𝟎𝟎 𝒙𝟑𝟏𝟎𝟎 𝒙𝟒𝟏𝟎𝟎 𝒙𝟓𝟏𝟎𝟎 
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2.7 Research Steps 

The following are the steps of the research conducted:  

1. Principal Component Analysis (PCA): Reduce variables to form component scores, retaining principal 
components (PCs) with a cumulative proportion of variance exceeding 80%. 

2. View the tendency of the object set with Hopkins’ statistics. 
3. Calculating the Euclidean distance with Equation (8). 
4. Determining epsilon and MinPts values. 
5. Randomly determine the starting point ‘P’ for cluster analysis with the DBSCAN algorithm. 
6. Perform point checking in the form of core points, border points, and noise by comparing epsilon 

values and Euclidean distances between objects. 
7. Repeat checking all points. 
8. Group results with the DBSCAN algorithm are formed. 
9. Perform group validation to find the best cluster result using the silhouette index according to 

Equations (11) until Equation (13). 
10. Comparison of the goodness of the two methods. 
11. Interpretation of character clustering results. 

 

3. RESULTS AND DISCUSSION 

3.1 Principal Component Analysis Result 

The data used in this study has the same units of each variable, so it can form a covariance matrix that 

will be used in determining eigenvalues and eigenvectors. The covariance variance matrix is obtained as 

follows. 

𝑺𝑋 = [

0.238 0.134 0.141 0.148
0.134 0.158 0.102 0.115
0.141 0.102 0.244 0.117
0.148 0.115 0.117 0.208

] 

The covariance matrix can be used to obtain eigenvalues and eigenvectors. The eigenvalue can be used 

to determine the number of PCs formed, while the normalized eigenvector can be the PC coefficient and the 

determinant of a variable to be included in the PC formed. The determination of the number of PCs can be 

seen from the magnitude of the diversity of each PC. In this study, two PCs were taken that had a total 

proportion of diversity of more than 80%, which was used to reduce correlated variables and extract values 

into simpler components. 

Table 2. PC Proportion of Variance 

PC Proportion of Variance Cumulative Proportion of Variance 

1 0.703 0.703 

2 0.130 0.833 

3 0.093 0.926 

4 0.074 1.000 

Based on Table 2, it can be seen that PC1 and PC2 have a total variance proportion of more than 80%, 

which makes PC1 and PC2 representative of information from the four variables used. This is in accordance 

with the purpose of PCA, which is to reduce variables and overcome the correlation between variables.  

Table 3 presents the PC coefficients and PCA results of the variables in the data used in this study. 

Table 3. Component Score Coefficient of PCA Result 

No PC1 PC2 PC3 PC4 

1 0.660 1.128 -0.623 0.968 

2 0.326 0.019 1.914 -0.062 
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No PC1 PC2 PC3 PC4 

3 -0.209 0.609 -0.627 0.326 

4 -1.100 0.014 -0.229 0.574 

5 -0.181 0.523 0.158 0.357 

6 -0.208 0.291 -0.175 -0.430 

7 -0.158 -0.272 -0.802 -0.895 

8 -0.078 0.700 0.768 -0.136 

9 -0.213 -2.342 -1.813 -1.581 

10 0.003 -0.079 1.014 -0.637 

⋮ ⋮ ⋮ ⋮ ⋮ 

99 -0.979 1.488 0.143 0.718 

100 0.978 -0.815 -0.505 0.138 

 

3.2 Optimal Epsilon and MinPts Values 

Optimal epsilon and MinPts values are obtained from the identification of temporary epsilon and 

MinPts value options. The best epsilon and MinPts values are determined in the elbow formation results and 

from the sharpest changes in the 𝑘-dist graph. The following is a visualization of the 𝑘-dist graph with 𝑘 = 3, 

𝑘 = 5, and 𝑘 = 7. 

 

 
 

Figure 2. Visualization of 𝒌-dist Graph 
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From the 𝑘-dist graphs combined in Figure 2, with 𝑘 values of 3, 5, and 7, respectively, it can be seen 

that the threshold points are at the 85th, 91st, and 90th points on the X-axis. The observed transient epsilon 

values for 𝑘 = 3 are 0.2, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.2, and 1.5; for 𝑘 = 5 are 0. 1, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 

1.2, and 1.5; and for 𝑘 = 7 are 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.2, and 1.5. These epsilon values are indicated by 

the dashed blue line on the graph. The determination of epsilon and MinPts values based on the elbow points 

on the 𝑘-dist graph has the disadvantage of being subjective. Therefore, the best epsilon and MinPts values 

are identified by evaluating the silhouette values of the clusters formed. The clustering results using the 

DBSCAN method with the best combination of MinPts and epsilon are presented in Table 4. 

Table 4. Comparison of Best Parameter Values on DBSCAN 

MinPts Epsilon Cluster Result Number of points Silhouette Index 

2 0.68 

Noise 5 

0.768 
1 87 

2 6 

3 2 

3 0.50 

Noise 15 

0.875 
1 74 

2 4 

3 7 

5 0.68 

Noise 9 

0.678 
1 80 

2 5 

3 6 

7 0.68 

Noise 56 

0.277 
1 22 

2 12 

3 10 

The reason for using the pair of minimum points and epsilon values in Table 4. Because only these 

parameters meet the requirements for group formation with DBSCAN, the epsilon value to be used is 0.875, 

and the minimum points value is 3. Based on the highest silhouette index value, it can be concluded that the 

DBSCAN method is more optimal if using MinPts 3 and epsilon 0.5. 

 

3.3 DBSCAN Cluster Results 

The clustering results use the DBSCAN method, which uses two main parameters, namely epsilon and 

MinPts. In this study, the optimal values for these parameters were determined to be 0.5 for epsilon and 3 for 

MinPts. The clustering results consist of three groups, comprising 74 communities, 4 communities, and 7 

communities, respectively, with 15 communities identified as noise. The clustering achieved a Silhouette 

Index exceeding 0.5, indicating acceptable cluster quality. The following is a visualization of the cluster 

results using DBSCAN. 

 
Figure 3. Visualization of Cluster Results with DBSCAN 
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The image on the left side is a visualization with epsilon 0.68 and MinPts as much as 2. While the 

image on the right is a visualization with epsilon 0.50 and MinPts as much as 3. It can be seen that the 

distribution of noise makes it easier to identify its characteristics through the nearest cluster using the image 

on the left. However, the optimal cluster chosen is when MinPts is 3 with epsilon 0.50 because it considers a 

much higher cluster validation value. 

 

3.4 Interpretation of Cluster Results 

The silhouette index value in the DBSCAN method is 0.875. this indicates that the DBSCAN method 

is appropriate for interpreting the cluster results in this case. The three groups have their own characteristics. 

the characteristics of each are as follows: 

1. Cluster 1 

Cluster 1 has the highest average value compared to the other two clusters, so it can be considered a 

high cluster. The Batu City community in this cluster has characteristics such as good environmental quality, 

good use of waste banks, and a good understanding of 3R-based waste management (Reduce, Reuse, 

Recycle). This shows that community awareness and participation in waste management in cluster 1 is 

relatively high. 

However, there are some aspects that need further attention. Despite the good environmental quality 

and the use of waste banks, respondents in cluster 1 still have low-quality facilities and infrastructure. 

Inadequate facilities can be an obstacle to implementing more effective and efficient waste management 

practices. 

In addition, the level of economic usefulness of waste is also low in cluster 1, which means that the 

economic potential of waste management has not been maximized. This factor could be caused by the lack 

of access to markets or the lack of knowledge and skills to process waste into products of economic value. 

Therefore, there needs to be efforts to improve the quality of facilities and infrastructure, as well as economic 

empowerment programs that focus on waste utilization. This intervention is expected to improve community 

welfare while supporting more sustainable waste management efforts. 

2. Cluster 2 

Cluster 2 has an average value between Cluster 1 and Cluster 3, so it can be considered a medium 

cluster. Respondents included in this cluster have characteristics such as good quality of facilities and 

infrastructure and a good understanding of the economic benefits of waste. This indicates that there is better 

economic potential in waste utilization in cluster 2, which can have a positive impact on the welfare of the 

community. 

However, there are some critical aspects that need to be considered. Communities in cluster 2 have 

poor environmental quality. This may be due to suboptimal waste management or the presence of other 

environmental factors that affect quality of life, such as air or water pollution. 

In addition, the use of waste banks in cluster 2 is low, indicating a lack of community participation in 

organized waste management programs. This could indicate that despite an understanding of the economic 

benefits of waste, participation in community programs such as waste banks is lacking. This low participation 

could limit the overall effectiveness of waste management. 

The understanding of 3Rs-based waste management (Reduce, Reuse, Recycle) is also poor in cluster 

2. This suggests that although respondents are aware of the economic benefits of waste, awareness and 

practice of reducing, reusing, and recycling waste is still low. The absence of ongoing education programs 

could be one of the reasons for this low understanding. 

To improve this condition, there need to be interventions that focus on education and awareness raising 

regarding 3R-based waste management as well as increased participation in the waste bank program. Training 

programs and environmental awareness campaigns can help improve environmental quality and increase 

more sustainable waste management practices in cluster 2. In addition, increased collaboration between the 

government and the community can also accelerate these positive changes. 
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3. Cluster 3 

Cluster 3 has a lower average value than Cluster 1 and Cluster 2, so it can be considered a low cluster. 

Respondents in this cluster have characteristics such as an understanding of 3R-based waste management 

(Reduce, Reuse, Recycle) and fairly good environmental quality. However, there are some important aspects 

that need attention in this cluster. 

Although the understanding of waste management and environmental quality is quite good, 

respondents in Cluster 3 have a low level of quality facilities and infrastructure. Inadequate facilities can 

hinder the implementation of effective waste management. In addition, the use of waste banks in this cluster 

is minimal, indicating low community participation in the waste bank program. 

The level of economic usefulness of waste is also low in Cluster 3, which means that the economic 

potential of waste management has not been maximized. This could be due to the lack of access to markets 

or low awareness of the economic value of waste. Therefore, there needs to be more focused interventions 

on improving the quality of facilities and infrastructure, as well as economic empowerment from waste 

management to optimize the benefits that can be obtained from waste management efforts that are already 

quite good in terms of understanding and environmental quality. 

In addition to the three clusters formed, there were 15 objects classified as noise. Further analysis was 

conducted to identify the characteristics of these objects based on their proximity to the average (centroid) of 

each cluster. The closeness was measured using the Euclidean distance between each noise point and the 

centroid of the nearest cluster. Objects that have a closer distance to the centroid of a cluster indicate the 

presence of certain patterns or trends similar to that cluster, even if they do not meet the inclusion criteria, 

such as local density or the minimum number of neighbors (minPts) required in the DBSCAN algorithm. The 

identification of noise point characteristics with the nearest cluster is presented in the following Table 5. 

Table 5. Identification of Noise Points with the Closest Cluster 

Noise Characteristics 

1, 15, 19, 36, 56, 

69, and 80 

They have almost the same characteristics as Cluster 1, such as good environmental quality, good 

use of waste banks, and a good understanding of 3R-based waste management (Reduce, Reuse, 

Recycle), but their scores deviate slightly or are not fully consistent with the main clustering 

pattern of Cluster 1. 

20 

They have almost the same characteristics as Cluster 2, such as good quality facilities and 

infrastructure and a good understanding of the economic benefits of waste, but their scores deviate 

slightly or are not fully consistent with the main clustering pattern of Cluster 2. 

 

4. CONCLUSIONS 

The conclusions obtained based on the results of the analysis are as follows. 

1. The DBSCAN method using Euclidean distance can be applied to the grouping of Batu City community 

characters based on waste management behavior with a Silhouette Index value of 0.875. 

2. Cluster 1 consists of people with good environmental quality, good use of waste banks, and a good 

understanding of 3R-based waste management (Reduce, Reuse, Recycle). 

3. Cluster 2 is characterized by communities with good quality facilities and infrastructure and a good 

understanding of the economic benefits of waste. 

4. Cluster 3 includes groups with a good understanding of 3R-based waste management (Reduce, Reuse, 

Recycle) and good environmental quality. 
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