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ABSTRACT 

Article History: Sentiment analysis is an application of text mining that is used to find out opinions from a 

set of textual data about a particular event or topic. The main function of sentiment 
analysis is to extract information and find the meaning and opinions of a given user. 

Sentiment analysis requires classification algorithms, such as Support Vector Machine 

(SVM). SVM is a frequently used algorithm for text data classification because it can 

handle high-dimensional data. The concept of SVM is to determine the best hyperplane 
that serves as a separator of two classes in the input space. Text data with a large number 

of features causes data imbalance and affects the classification process so it is necessary 

to do feature selection. Feature selection is a technique used to reduce irrelevant attributes 

in the dataset. N-gram feature selection is a statistics-based approach to classifying text. 
N-grams are able to classify unknown text with the highest certainty. The characteristics 

of N-grams in sentiment analysis are that they function well despite textual errors, run 

efficiently, require simple storage, and fast processing time. This research aims to perform 

sentiment analysis on 𝕏 application reviews on the Google Play Store with SVM and 
unigram, bigram, and trigram feature selection. The methodology of this research includes 

conducting theoretical studies, web scraping, text preprocessing, labeling sentiments with 

VADER, weighting with TF-IDF, dividing data into training data (80%) and testing data 

(20%), training and evaluating models, classifying testing data, and interpreting results. 
Based on the research results, 3151 testing data were classified. SVM classification and 

unigram feature selection have the highest accuracy value of 90% and AUC of 0.93 

(excellent). SVM classification and bigram feature selection have an accuracy value of 

78% with an AUC value of 0.81 (good). SVM classification and trigram feature selection 
had the lowest accuracy value of 68% with an AUC value of 0.66 (poor). 
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1. INTRODUCTION  

The development of the internet has now become the most important part of everyday life in the world, 

including in Indonesia. The increase in the percentage of internet users from year to year is one of the 

indicators. Social media is the most frequently accessed internet service by Indonesians, one of which is 

Twitter [1]. Currently, Twitter's social media logo was changed to 𝕏 by the largest shareholder, Elon Musk. 

The World of Statistics [2] account released data on the most 𝕏 social media users from various countries in 

the world. social media 𝕏 has a total of 450 million users and is dominated by the United States, with 95.4 

million users. 

Every application has reviews and ratings, which are meant to give consumers confidence and benefits. 

User reviews can take the shape of recommendations, grievances, or critiques. The collection and sorting of 

these reviews is referred to as text mining. According to [3], the proper method to collect these reviews is the 

web scraping method. Text mining is a discipline that aims to process text into information obtained from 

forecasting patterns and trends [4]. 

Sentiment analysis is a text mining application used to find out opinions from a set of textual data about 

a particular event or topic [5]. Sentiment analysis is the key to artificial intelligence development of all 

research related to extracting data information from text [6]. The main function of sentiment analysis is to 

extract information and find the meaning and opinions of a given user. Sentiment analysis requires 

classification algorithms, such as support vector machine (SVM) [7]. SVM is one of the algorithms that is 

often used for text data classification because it can handle high-dimensional data [8]. In general, the concept 

of SVM is to determine the best hyperplane that serves as a separator of two classes in the input space. SVM 

determines the hyperplane value by using the support vector and margin value. Margin is the distance between 

the separator and the closest data from each class. The best hyperplane has the most significant margin. The 

data closest to the hyperplane is called the support vector [9]. In classifying text data, there are many irrelevant 

attributes. Feature selection is a technique used to reduce irrelevant attributes in a dataset. In feature selection, 

N-grams are known as unigram, bigrams, trigrams, and so on [10].  

Research using N-grams was conducted by Nugroho in 2018 [11] with the application of N-grams 

extraction for sentiment analysis on Twitter social media using Naïve Bayes Classifier. The study concluded 

that the Naïve Bayes algorithm achieved an accuracy rate of 89.67%, and the effect of N-gram feature 

extraction could increase accuracy by 2.33% so that it became 92.00% in classifying Twitter social media. In 

2020, Fitriyani and Arifin [12] conducted research on the application of Word N-gram can be used to analyze 

sentiment with the SVM method on the Sambara Application. From the results of the study, it was concluded 

that the highest accuracy value was 89% with an area under curve (AUC) value of 0.944 on a lot of data of 

900, but when the application of bigrams and trigrams resulted in a decrease in accuracy. The accuracy value 

with the highest increase is in the application of trigrams with a lot of data of 1,200. The increase in accuracy 

value is 0.92% compared to unigram to 88.59% with an AUC value of 0.954. 

Combining SVM with N-gram feature selection is necessary to reduce irrelevant attributes in the 

dataset [13]. The application of N-gram feature selection has several advantages; namely it works well despite 

textual errors, runs efficiently, requires simple storage, and has a fast processing time [14]. Thus, in this 

research, sentiment analysis with SVM and N-gram feature selection on 𝕏 app reviews on the Google Play 

Store app are conducted. 

 

2. RESEARCH METHODS 

The data used in this research is secondary data from 𝕏 app reviews on the Google Play Store [15]. 

The data is collected through a web scraping process with a range of time from July 2023 to August 2023 

with the number of 𝕏 application user reviews totaling 15,757 review data. The web scraping technique is a 

method used to gather semi-structured information or data from websites, typically in the form of web pages 

written in markup languages like HTML or XHTML. This process involves extracting specific information 

or data from these pages for the purpose of analysis [3]. 

The user reviews in this research are classified into positive and negative sentiments. However, these 

reviews are still in the form of unstructured text without any clear meaning, so an analysis is needed to classify 
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them into positive and negative sentiments based on the rating assigned to each review. The process of 

analyzing and exploring this unstructured data to identify patterns and extract meaningful information 

requires the use of a technology known as text mining [4]. During the text mining process, the first step is to 

prepare the document text or raw data set, which is referred to as text preprocessing. The objective of text 

preprocessing is to transform raw, unstructured text data into a structured format, thereby ensuring optimal 

performance during classification [16]. In general, the stages involved in the text preprocessing can be 

executed as follows [17]. 

1. Case Folding is the stage of homogenizing letters. Capital letters will be uniform in lowercase form. 

Examples of case folding results are shown in Table 1. 

Table 1. Result of Case Folding Stage 

Review Case Folding 

It used to be good, but now it sucks. Every good 

feature has either been removed or paywalled. The 

features left don't work correctly and the app has 

frequent and severe technical errors. Bugs stay up for 

weeks and months and most often are just left. The 

video never worked great but now is even worse. 

Don't waste your time getting on a sinking ship. 

it used to be good but now it sucks every good 

feature has either been removed or paywalled the 

features left dont work correctly and the app has 

frequent and severe technical errors bugs stay up for 

weeks and months and most often are just left the 

video never worked great but now is even worse dont 

waste your time getting on a sinking ship 

 

2. Tokenizing is the stage of cutting documents into small fragments in the form of chapters, subchapters, 

paragraphs, sentences, and words (tokens). Examples of tokenizing results are shown in Table 2. 

Table 2. Result of Tokenizing Stage  

Case Folding Tokenizing 

it used to be good but now it sucks every good 

feature has either been removed or paywalled the 

features left dont work correctly and the app has 

frequent and severe technical errors bugs stay up for 

weeks and months and most often are just left the 

video never worked great but now is even worse dont 

waste your time getting on a sinking ship 

‘it’, ‘used’, ‘to’, ‘be’, ‘good’, ‘but’, ‘now’, ‘it’, 

‘sucks’, ‘every’, ‘good’, ‘feature’, ‘has’, ‘either’, 

‘been’, ‘removed’, ‘or’, ‘paywalled’, ‘the’, 

‘features’, ‘left’, ‘dont’, ‘work’, ‘correctly’, ‘and’, 

‘the’, ‘app’, ‘has’, ‘frequent’, ‘and’, ‘severe’, 

‘technical’, ‘errors’, ‘bugs’, ‘stay’, ‘up’, ‘for’, 

‘weeks’, ‘and’, ‘months’, ‘and’, ‘most’, ‘often’, 

‘are’, ‘just’, ‘left’, ‘the’, ‘video’, ‘never’, ‘worked’, 

‘great’, ‘but’, ‘now’, ‘is’, ‘even’, ‘worse’, ‘dont’, 

‘waste’, ‘your’, ‘time’, ‘getting’, ‘on’, ‘a’, 

‘sinking’, ‘ship’ 

 

3. Filtering is the stage of selecting words in the document. Less relevant words are filtered using stopwords. 

Stopwords are words that appear in large numbers and are irrelevant. Examples of filtering results are 

shown in Table 3. 

Table 3. Result of Filtering Stage 

Tokenizing Filtering 

‘it’, ‘used’, ‘to’, ‘be’, ‘good’, ‘but’, ‘now’, ‘it’, 

‘sucks’, ‘every’, ‘good’, ‘feature’, ‘has’, ‘either’, 

‘been’, ‘removed’, ‘or’, ‘paywalled’, ‘the’, 

‘features’, ‘left’, ‘dont’, ‘work’, ‘correctly’, ‘and’, 

‘the’, ‘app’, ‘has’, ‘frequent’, ‘and’, ‘severe’, 

‘technical’, ‘errors’, ‘bugs’, ‘stay’, ‘up’, ‘for’, 

‘weeks’, ‘and’, ‘months’, ‘and’, ‘most’, ‘often’, 

‘are’, ‘just’, ‘left’, ‘the’, ‘video’, ‘never’, 

‘worked’, ‘great’, ‘but’, ‘now’, ‘is’, ‘even’, 

‘worse’, ‘dont’, ‘waste’, ‘your’, ‘time’, ‘getting’, 

‘on’, ‘a’, ‘sinking’, ‘ship’ 

‘used’, ‘good’, ‘sucks’, ‘every’, ‘good’, ‘feature’, 

‘either’, ‘removed’, ‘paywalled’, ‘features’, ‘left’, 

‘dont’, ‘work’, ‘correctly’, ‘app’, ‘frequent’, ‘severe’, 

‘technical’, ‘errors’, ‘bugs’, ‘stay’, ‘weeks’, 

‘months’, ‘often’, ‘left’, ‘video’, ‘never’, ‘worked’, 

‘great’, ‘even’, ‘worse’, ‘dont’, ‘waste’, ‘time’, 

‘getting’, ‘sinking’, ‘ship’ 

 

4. Stemming is the stage of the process of finding the basic word in English by removing affixes. Examples 

of stemming results are shown in Table 4. 
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Table 4. Result of Stemming Stage 

Filtering Stemming 

‘used’, ‘good’, ‘sucks’, ‘every’, ‘good’, ‘feature’, 

‘either’, ‘removed’, ‘paywalled’, ‘features’, ‘left’, 

‘dont’, ‘work’, ‘correctly’, ‘app’, ‘frequent’, ‘severe’, 

‘technical’, ‘errors’, ‘bugs’, ‘stay’, ‘weeks’, ‘months’, 

‘often’, ‘left’, ‘video’, ‘never’, ‘worked’, ‘great’, 

‘even’, ‘worse’, ‘dont’, ‘waste’, ‘time’, ‘getting’, 

‘sinking’, ‘ship’ 

use good suck everi good featur either remov 

paywal featur left dont work correctli app frequent 

sever technic error bug stay week month often left 

video never work great even wors dont wast time 

get sink ship 

Following the completion of the text preprocessing stage, it is essential to model the data to facilitate 

the processing and computation of the information, which remains in a textual format. This is achieved by 

transforming the data into vectors, where each word is assigned a specific value and weight. The present 

research employs the TF-IDF weighting method, which serves to establish the relationship of words (terms) 

within each document in the corpus [8]. The formula for TF-IDF is written as  

                                        

𝑾𝒅𝒕 = (𝒕𝒇)𝒅𝒕 × 𝐥𝐧 (
𝑵

(𝒅𝒇)𝒕
) (𝟏) 

Sentiment analysis is a text mining application used to determine the opinion of a set of textual data 

about a particular event or topic. Sentiment analysis involves examining reviews or opinion trends regarding 

a particular issue or object, irrespective of whether the opinions expressed are negative or positive [5]. The 

VADER lexicon is employed to automatically categorize sentiment classes in English review data by 

assessing the intensity of emotional strength based on the existing lexicon data dictionary [18][19]. 

The data labeled with sentiment categories will subsequently be divided into training and testing sets, 

following an 80:20 split. In this research, the amount of training data is 80% or 12,602 data, and test data is 

20% or 3151 data. Then, SVM is used to separate between positive sentiment and negative sentiment. SVM 

is a supervised learning method by determining the best hyperplane that serves as a separator of two classes 

in the input space [9]. SVM determines the hyperplane value by using the support vector and margin value. 

The margin is the distance between the separation and the closest data from each class. The best hyperplane 

has the largest margin. The data closest to the hyperplane is called the support vector. It is assumed that the 

two classes can be perfectly separated by a hyperplane in the D-dimensional feature space. Feature space is 

a set of data that has been selected and transformed to define a hyperplane. The hyperplane on two-

dimensional data is written as [20]: 

𝒘 ∙ 𝒙𝒊 + 𝒃 = 𝟎 (𝟐) 

Data 𝑥𝑖 belonging to the negative class satisfies the inequality                                                         

𝒘 ∙ 𝒙𝒊 + 𝒃 ≤ −𝟏 (3) 

The 𝑥𝑖 data that belongs to the positive class satisfies the inequality 

𝒘 ∙ 𝒙𝒊 + 𝒃 ≥ 𝟏 (4) 

where 𝒘 is the weight vector, 𝑥𝑖  is the 𝑖-th data, and 𝑏 is the bias. 

The determination of the best hyperplane in SVM is visualized in Figure 1, which shows the separation 

of the data depicted in blue (circle) and orange (plus symbol). 

 

Figure 1. Hyperplane Separating Positive and Negative Classes 
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The largest margin is calculated by maximizing the distance between the hyperplane and the closest 

data, which is 
𝟏

‖𝒘‖
 where ‖𝒘‖ is the norm of the weight vector 𝒘. The SVM formulation for the linear 

classification case is written as [20], [21]: 

𝐦𝐢𝐧
𝒘,𝒃

𝟏

𝟐
‖𝒘‖𝟐 (𝟓) 

subject to 

𝒚𝒊(𝒘 ∙ 𝒙𝒊 + 𝒃) ≥ 𝟏, 𝒊 = 𝟏, … , 𝒎. 

In the infeasible case, there is data that is not classified correctly, then the SVM formulation is written as                                              

𝐌𝐢𝐧
𝒘,𝒃,𝒕

𝟏

𝟐
‖𝒘‖𝟐 + 𝑪 ∑ 𝒕𝒊

𝒎
𝒊=𝟏  (𝟔) 

subject to 

𝒚𝒊(𝒘 ∙ 𝒙𝒊 + 𝒃) + 𝒕𝒊 ≥ 𝟏, 𝒕𝒊 ≥ 𝟎, 𝒊 = 𝟏, … , 𝒎. 

Equation (6) is used to minimize the error in classification. 𝑡𝑖 is a slack variable used to overcome the 

infeasible case. The constant 𝐶 is used to minimize 𝑡𝑖. In solving these cases, a Lagrange multiplier is needed 

to be more efficient and make computation easier, which is written as 

𝑳(𝒘, 𝒃, 𝜶) =
𝟏

𝟐
‖𝒘‖𝟐 −  ∑ 𝜶𝒊 (𝒚𝒊((𝒘 ∙ 𝒙𝒊 + 𝒃) − 𝟏)))

𝑵

𝒊=𝟏

 (7) 

where 𝒘 is the weight vector, 𝑥𝑖  is the 𝑖-th data, 𝑏 is the bias, 𝑦𝑖 is the 𝑖-th data class, and 𝛼𝑖 is the Lagrange 

multiplier, which is zero or positive. The optimal value of Equation (7) can be calculated by minimizing 𝐿 

with 𝒘 and 𝑏, and maximizing 𝐿 with 𝛼. By modifying Equation (7), the maximization problem is 

represented in 𝛼𝑖 by applying the constraint 𝛼𝑖 ≥ 0, ∑ 𝛼𝑖𝑦𝑖
𝑁
𝑖=1  which is written as:  

∑ 𝜶𝒊

𝑵

𝒊=𝟏

−
𝟏

𝟐
∑ 𝜶𝒊 ∙ 𝜶𝒋 ∙ 𝒚𝒊 ∙ 𝒚𝒋 ∙ 𝒙𝒊 ∙ 𝒙𝒋

𝑵

𝒊,𝒋=𝟏

 (8) 

The result of Equation (8) produces many 𝛼𝑖 with positive values. The data that corresponds to 𝛼𝑖 that 

is not zero is the support vector. The formula provided illustrates how to determine the hyperplane that acts 

as the boundary between two classes. Furthermore, in this research, N-gram feature selection is carried out 

with three approaches, namely unigram, bigrams, and trigrams. An N-gram is characterized as a sequence of 

elements of length n, which may consist of either characters or words. N-grams serve as a fundamental 

technique for the categorization of text. The variable N represents the number of keywords utilized to segment 

the input text. N-grams possess the capability to classify unfamiliar text with a high degree of accuracy [22]. 

Table 5. Confusion matrix 

Predicted 
Actual 

Positive Negative 

Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (9) 

Table 5 above is used to calculate the accuracy written in Equation (9) and the area under the curve 

(AUC) written in Equation (10). Accuracy is the degree of closeness between the classification result and 

the actual [23]. AUC serves as an evaluative metric that relies on sensitivity or specificity for its measurement 

basis [24]. According to [25], five classification categories based on AUC are shown in Table 6. 

Table 6. Classification Categories Based on AUC values 

AUC values Classification categories 

0.9 – 1.0 Excellent 

0.8 – 0.9 Good 

0.7 – 0.8 Fair 

0.6 – 0.7 Poor 

0.5 – 0.6 Failure 
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𝐴𝑈𝐶 =
1 + 𝑇𝑃𝑟𝑎𝑡𝑒 − 𝐹𝑃𝑟𝑎𝑡𝑒

2
 (10) 

with 

𝑇𝑃𝑟𝑎𝑡𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
,  

𝐹𝑃𝑟𝑎𝑡𝑒 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
,  

𝑇𝑃𝑟𝑎𝑡𝑒 is the ratio of positive correct predictions compared to all positive actual data and 𝐹𝑃𝑟𝑎𝑡𝑒 is the 

ratio of positive false predictions compared to all negative actual data. 

This research uses SVM and N-gram feature selection with three keywords: unigram, bigram, and 

trigram. Then, in this research, accuracy and AUC are used to compare the classification performance of the 

three keywords. The stages of analysis utilized in this research are illustrated in Figure 2. 

 

Figure 2. Flowchart of Research Steps 
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3. RESULTS AND DISCUSSION 

The results and discussion are divided into seven sections, namely text preprocessing, sentiment 

analysis, data labeling, TF-IDF weighting, and classification, with each description stated as follows. 

 

3.1 Text Preprocessing 

 Text preprocessing is essential for standardizing word spellings and letter forms, minimizing 

vocabulary size, and removing extraneous characters that lack significance, thereby enhancing the structure 

and informativeness of the data. This phase involves various data-cleaning techniques, including case folding, 

tokenizing, filtering, and stemming. The outcomes of text preprocessing are presented in Table 7 below. 

Table 7. Simulation of Text Preprocessing 

Review Text Preprocessing Results 

It used to be good, but now it sucks. Every good feature 

has either been removed or paywalled. The features left 

don't work correctly and the app has frequent and severe 

technical errors. Bugs stay up for weeks and months and 

most often are just left. The video never worked great 

but now is even worse. Don't waste your time getting on 

a sinking ship. 

use good suck everi good featur either remov paywal 

featur left dont work correctli app frequent sever technic 

error bug stay week month often left video never work 

great even wors dont wast time get sink ship 

 

 3.2 Sentiment Analysis 

  This research employs the VADER lexicon library to automate the sentiment categorization of English 

review data. The sentiment analysis will classify the reviews into two categories: positive and negative 

sentiments. Following the categorization process, the comparative analysis of the number of reviews 

classified as positive versus those classified as negative is presented in Figure 3 below. 

 

Figure 3. Number of Review Data in Sentiment Class 

 

3.3 Data Labeling 

  Following the analysis of the reviewed data that has undergone text preprocessing, it is possible to 

conduct a simulation for calculating sentiment scores. The formula employed for this sentiment score 

calculation is as follows [25]: 

𝑆𝑐𝑜𝑟𝑒 = (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑤𝑜𝑟𝑑𝑠) − (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑤𝑜𝑟𝑑𝑠) 

 

Should the outcome of the calculation simulation exceed zero, the classification of the review will indicate 

a positive sentiment. The results of the sentiment score calculation simulation are presented in Table 8. 
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Table 8. Sentiment Score Calculation Simulation 

Review Score Sentiment Label 

use good suck everi good featur either remov paywal featur left dont work 

correctli app frequent sever technic error bug stay week month often left 

video never work great even wors dont wast time get sink ship 

1 – 4 = -3 Negative 

 

3.4 TF-IDF Weighting 

Weighting the results of text preprocessing with TF-IDF is used to determine the relationship of words 

(terms) in each document in the corpus. The TF value is calculated based on the number of occurrences of a 

word in the data divided by the number of words in the data. The more often the word appears in the data, 

the greater the TF value. The TF value does not always reflect how important the word is in the data because 

words that appear frequently in the data are not always important. Therefore, IDF is used to reduce the weight 

of words that appear frequently in the document. The results of the TF-IDF calculation simulation are 

presented in Table 9. 

Table 9. TF-IDF Calculation Simulation 

Word TF IDF TF-IDF Word TF IDF TF-IDF 

use 0.027 2.080 0.056 error 0.027 4.902 0.132 

good 0.054 2.390 0.129 bug 0.027 4.147 0.112 

suck 0.027 3.655 0.098 stay 0.027 4.789 0.129 

everi 0.027 3.373 0.091 week 0.027 5.445 0.147 

featur 0.054 3.219 0.174 month 0.027 4.308 0.116 

either 0.027 5.079 0.137 often 0.027 5.675 0.153 

remov 0.027 3.887 0.105 video 0.027 3.200 0.086 

paywal 0.027 4.222 0.114 never 0.027 3.575 0.096 

left 0.054 4.964 0.268 great 0.027 3.098 0.083 

dont 0.054 2.457 0.132 even 0.027 2.791 0.075 

work 0.054 3.096 0.167 wors 0.027 3.150 0.085 

correctli 0.027 7.099 0.191 wast 0.027 5.090 0.137 

app 0.027 1.007 0.027 time 0.027 3.055 0.082 

frequent 0.027 6.109 0.165 get 0.027 2.541 0.068 

sever 0.027 5.752 0.155 sink 0.027 6.199 0.167 

technic 0.027 6.445 0.174 ship 0.027 6.027 0.162 

 

3.5 Classification 

         This research uses SVM and N-gram with three keywords, namely unigram, bigram, and trigram. 

Then, the dataset will be divided into two parts with a ratio of 80% as training data, or 12602 data, and 20% 

as testing data, or 3151 data. The dataset that has undergone text preprocessing will proceed to the learning 

phase utilizing SVM and unigram, bigram, and trigram. The classification results of SVM and unigram 

algorithms are evaluated by a confusion matrix using 3151 testing data for positive and negative sentiment 

classification shown in Figure 4 (a). The classification results of SVM and bigram algorithms evaluated by 

the confusion matrix are shown in Figure 4 (b). It appears that 2459 data were correctly classified out of 687 

positive reviews that were correctly classified as positive and 1772 negative reviews that were correctly 

classified as negative. Furthermore, classification prediction is carried out using the learning algorithm.  
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(a) (b) 

 

(c) 

Figure 4. The Classification Results of (a) Unigram, (b) Bigram, and (c) Trigram 

The classification results of SVM and trigram algorithms evaluated by the confusion matrix are shown 

in Figure 4 (c); it can be seen that 2128 data were correctly classified from 228 positive reviews that were 

correctly classified to positive and 1900 negative reviews that were correctly classified to negative. 

From the results of the classification method used, the accuracy and AUC values are obtained. The 

classification results of the SVM algorithm with unigram, bigram, and trigram are shown in Table 10, each 

with its accuracy and AUC values. 

Table 10. Comparison of SVM Results with Unigram, Bigram, and Trigram in Application 𝕏 

Classification Accuracy AUC Values 

 SVM + unigram 90% 0.93 

SVM + bigram 78% 0.81 

SVM + trigram 68% 0.66 

Based on Table 10, the highest accuracy and AUC value in this research is 90%, with an AUC value 

of 0.93 (excellent) when classification is carried out using SVM and unigram. SVM classification and bigram 

feature selection have an accuracy value of 78% with an AUC value of 0.81 (good). SVM classification and 

trigram feature selection had the lowest accuracy value of 68% with an AUC value of 0.66 (poor). 

 

4. CONCLUSIONS 

Based on the research results, a classification of 3151 testing data is obtained. SVM classification and 

unigram feature selection have the highest accuracy value of 90% and AUC of 0.93 (very good). SVM 

classification and bigram feature selection had an accuracy value of 78% with an AUC value of 0.81 (good). 

SVM classification and trigram feature selection had the lowest accuracy value of 68% with an AUC value 

of 0.66 (poor). SVM algorithms can only address binary classification. Therefore, readers who are interested 
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in this topic can continue this research topic with the Multiclass Support Vector Machine (MSVM) algorithm. 

The MSVM algorithm is a technique developed from the SVM algorithm to solve multi-class problems, such 

as one-vs-one (OVO) and one-vs-rest (OVR) methods. 
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