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ABSTRACT 

Article History: Classification is a statistical method that aims to predict the class of an object whose class 

label is unknown. The Multivariate Adaptive Regression Splines (MARS) classification 
method is a classification model that involves several basis functions with influential 

predictor variables. The MARS classification model is generally effective in classifying 

imbalanced data, including poverty data classification. The response variable used is the 

poverty status of households classified into poor and non-poor households, and the 
predictor variables consist of several poverty indicators. The problem that often arises in 

classification methods is a class imbalance in the response variable. Due to the poverty 

status included in the class imbalance data, the Bootstrap Aggregating (Bagging) and 
Synthetic Minority Over-sampling Technique (SMOTE) approaches will be used to 

improve classification accuracy on the MARS model. Bagging works by replicating data 

to strengthen the stability of classification accuracy, while SMOTE works by synthesizing 

data from minority data classes. The evaluation results showed that the classification 
model of poverty in Bengkulu Province using the SMOTE-MARS method provides the best 

classification accuracy compared to the MARS (25.81%) and Bagging-MARS (32.26%) 

methods based on the sensitivity value obtained, which is 85.36%. 
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1. INTRODUCTION 

Classification is a statistical method used to group objects into a class. According to [1], classification 

is the grouping of objects into a predefined class or category. Classification aims to predict the class of an 

object whose class label is unknown [2]. One of the statistical methods that can be used for classification 

analysis is the Multivariate Adaptive Regression Splines (MARS) method. The MARS method is a 

refinement of the truncated spline nonparametric method with recursive partitioning regression [3]. The 

MARS model overcomes the weaknesses of the two methods to produce a continuous model at knots and be 

able to identify the presence of linear and additive functions. MARS can also produce more accurate response 

variable estimates with high-dimensional data problems with the number of observations and predictor 

variables of 3 ≤ 𝑛 ≤ 20 [4]. 

The problem that often arises in classification methods is the occurrence of imbalanced classes on the 

response variable. A high imbalance in the proportion of observations between categories on the response 

variable leads to the formation of the majority and the minority classes. Unbalanced data between the 

majority class and the minority class cause misclassification, especially in the minority class, since the 

classification model is most likely to predict most of the data that fall within the majority class [5]. Methods 

that can be used to address classification problems when there is an imbalanced dataset are Bootstrap 

Aggregating (Bagging) and Synthetic Minority Over-sampling Technique (SMOTE). The Bagging method 

works by replicating data to strengthen the stability of classification accuracy. Meanwhile, the SMOTE 

method works by synthesizing data from minority classes. 

Several studies have been conducted with the MARS method, such as [6] with a focus on classifying 

village status in East Nusa Tenggara Province using MARS with an imbalanced proportion of data groups 

which resulted in an accuracy value of 99.40%, sensitivity of 99.84%, and specificity of 92.8% on test data. 

The results showed that MARS can classify well even in unbalanced data conditions. Furthermore, [7] used 

MARS and Bagging-MARS to determine the population poverty model in Central Java Province. In addition, 

[8] conducted research on lecturer performance on private campuses using the Bagging-MARS algorithm. 

The research shows that Bagging-MARS produces a higher accuracy value than the single-stage MARS 

method, which is 88.52%. Meanwhile, [9] used MARS to estimate soil pollution. As well as the study by 

[10] using a combination of Random Forest and MARS Binary Response for Classification of HIV/AIDS 

Patients in Surabaya with a classification accuracy of 91%      

One of the imbalanced datasets occurs in household poverty status. In Indonesia, poverty is a global 

issue that is of concern to the government because it is a complex and multidimensional population problem. 

Indonesia has a poverty percentage of 9.36% of the total population, which is 25.90 million people below the 

poverty line [11]. This figure makes Indonesia the poorest country with a ranking of 73 in the world. 

Bengkulu is one of the provinces in Indonesia that has a high poverty rate. BPS Socio-Economic Data in 

March 2023 shows that Bengkulu is ranked as the second poorest province in Sumatra, with a percentage of 

poor people of 14.04%. This number illustrates that poverty in Bengkulu Province is relatively high compared 

to the national poverty rate, even though the economy of Bengkulu Province in the second quarter of 2023 

increased by 3.03% [12]. 

Various government programs and policies in the health, social, economic, and other fields have been 

attempted to reduce the number of poor households. Identifying the characteristics of households that are 

classified as poor households in Bengkulu Province is an important study to conduct since it can serve as a 

reference for government programs to be implemented on target. Therefore, this study aims to evaluate the 

classification model of household poverty status in Bengkulu Province using MARS, Bagging-MARS, and 

SMOTE-MARS methods. The classification model accuracy is evaluated by comparing MARS and the other 

two methods based on accuracy rate, sensitivity, and specificity. 
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2. RESEARCH METHODS 

2.1 Multivariate Adaptive Regression Splines (MARS) 

Multivariate Adaptive Regression Splines (MARS) is a nonparametric method that can solve 

regression and classification problems. MARS combines the truncated spline nonparametric method with 

recursive partitioning regression. MARS can be used in high-dimensional data cases where the number of 

observations and predictor variables is quite large, specifically 3 ≤ 𝑛 ≤ 20. 

The general MARS model is written as follows [3]: 

𝑓(𝑥𝑖) = 𝛽0 + ∑ 𝛽𝑚 ∏ [𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚

𝐾𝑚

𝑘=1
)]+ 

𝑀

𝑚=1
(1) 

where, 

𝛽0        ∶ main of basis function 

𝛽𝑚       ∶ coefficient of basis function −𝑚  

𝑀        ∶ maximum of basis functions 

𝐾𝑚       ∶ the maximum degree of interaction 

𝑠𝑘𝑚      ∶ its value ±1, depending on whether the data is to the right or left of the knot point 

𝑥𝑣(𝑘,𝑚): predictor variable −𝜐. 

𝑡𝑘𝑚      ∶ knot point of predictor variable −𝜐. 

The MARS model based on the nonparametric regression function is expressed in the following 

equation: 

𝑦𝑖 = 𝛽0 + ∑ 𝛽𝑚 ∏ [𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚

𝐾𝑚

𝑘=1
)]+

𝑀

𝑚=1
+ 𝜀𝑖  (2) 

Then, Equation (2) can be elaborated as follows: 

𝑦𝑖 = 𝛽0 + ∑ 𝛽𝑚[𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚)]
+

𝑀

𝑚=1
+ ∑ 𝛽𝑚[𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚)]

+
[𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚)]

+

𝑀

𝑚=1
 

+∑ 𝛽𝑚[𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚)]
+
[𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚)]

+
[𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚)]

+

𝑀

𝑚=1
+ ⋯+ 𝜀𝑖 (3) 

Equation (3) is the sum of basis functions in which the first summation component involves one variable. 

The second summation includes the first sum of the basis function for interactions involving two variables. 

The third sum involves three variables, and so on. 

Furthermore, Equation (2) can be written in matrix form as follows: 

𝒚 = 𝑩𝜷 + 𝜺 (4) 

where 𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑁)𝑇 , 𝜷 = (𝛽0, 𝛽1, … , 𝛽𝑀)𝑇 , 𝜺 = (𝜀1, 𝜀2, … , 𝜀𝑁)𝑇 

𝑩 =

[
 
 
 
 
 
 
 1 ∏ [𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚

𝐾1

𝑘=1
)] … ∏ [𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚

𝐾𝑀

𝑘=1
)]

1 ∏ [𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚

𝐾1

𝑘=1
)] … ∏ [𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚

𝐾𝑀

𝑘=1
)]

⋮ ⋮ ⋮ ⋮

1 ∏ [𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚

𝐾1

𝑘=1
)] … ∏ [𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚

𝐾𝑀

𝑘=1
)]

]
 
 
 
 
 
 
 

 

The estimation parameters model in Equation (4) is carried out using the least squares method such that the 

following estimator is obtained. 

�̂� = (𝑩𝑇𝑩)−1𝑩𝑇𝒀 (5) 

The best MARS model selection is conducted using two approaches: forward selection and backward 

elimination. The forward selection method aims to obtain a function with the maximum number of basis 

functions [13]. In terms of restricting the model, a maximum number of functions is used. Despite the 

restriction, the forward selection results in a model with a very large number of basis functions. Therefore, it 

is necessary to remove some of the basis functions to achieve a simplified model. According to [13], 
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backward elimination aims to obtain a simplified model (parsimony principle) by removing basis functions 

that have a small contribution to the response at the forward selection stage by minimizing the Generalized 

Cross Validation (GCV) function. 

According to [3], the GCV formula is defined as: 

𝐺𝐶𝑉 =

1
𝑁

∑ (𝑦𝑖 − 𝑓𝑀(𝑥𝑖))
2

𝑁
𝑖=1

[1 −
𝐶(𝑀)

𝑁
]
2  (6) 

where 𝐶(𝑀) = 𝑡𝑟𝑎𝑐𝑒[𝑩(𝑩𝑇𝑩)−1𝑩𝑇] + 1, 𝑩 is a matrix of 𝑀 nonconstant functions with 𝑀 × 𝑁 dimension, 

and 𝑁 is the number of observations. 
 

2.2 MARS Classification 

Classification is the process of grouping objects into a class or category that has been determined [1]. 

Classification is the process of finding a model that can describe and differentiate class data. The goal of 

classification is to predict the class of objects where the class label is not known [2]. [14] stated that if the 

response variable in regression consists of two categories (binary), it is referred to as binary response 

regression. One method used for analysis is binary logistic regression. Due to this point, classification in 

MARS is based on binary logistic regression analysis, allowing for the use of probability models expressed 

in the following equation: 

𝜋(𝑥) =
𝑒�̂�

1 + 𝑒�̂�
(7) 

where �̂� = 𝛽0 + ∑ 𝛽𝑚 ∏ [𝑠𝑘𝑚(𝑥𝑣(𝑘,𝑚) − 𝑡𝑘𝑚
𝐾𝑚
𝑘=1 )]+

𝑀
𝑚=1 . 

According to [15], the classification of binary response variables (1 and 0) can be carried out using a 

cutoff point of 0.5. If the estimated probability is greater than 0.5, the prediction will fall into group 1, but if 

the estimated probability is less than or equal to 0.5, the prediction will fall into group 0. A good classification 

method can produce few classification errors or a small probability of misclassification [1]. The evaluation 

of classification performance can be computed through cross-tabulation called confusion matrix [2]. The 

structure of the confusion matrix is presented in Table 1. 

Table 1.  Confusion Matrix of Two-Class Classification 

Prediction 
Actual 

Class 1 Class 2 

Class 1 𝑛11 𝑛12 

Class 2 𝑛21 𝑛22 

𝑛11:  total observations from class 1 that are correctly classified as class 1 

𝑛12:  total observations from class 1 that are incorrectly classified as class 2 

𝑛21:  total observations from class 2 that are incorrectly classified as class 1 

𝑛22:  total observations from class 2 that are correctly classified as class 2 

 The Apparent Error Rate (APER) is a procedure for evaluating the classification error made by a 

classification function [1]. The Total Accuracy Rate (TAR) is used to calculate the classification accuracy of 

the observations. The TAR value represents the proportion of correctly classified observations. The formula 

to calculate APER and TAR is as follows: 

𝐴𝑃𝐸𝑅 (%) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=

𝑛12 + 𝑛21

𝑛11 + 𝑛12 + 𝑛21 + 𝑛22
× 100% 

𝑇𝐴𝑅 (%) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=

𝑛11 + 𝑛22

𝑛11 + 𝑛12 + 𝑛21 + 𝑛22
× 100% 

In the classification table, sensitivity is considered, which represents the accuracy of observations in 

the positive group, and specificity, which represents the accuracy of observations in the negative group. The 
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ability to measure sensitivity and specificity well indicates that the classification method is good at predicting 

observations in each group. The formulas to calculate sensitivity and specificity are as follows [16]: 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (%) =
𝑛11

𝑛11 + 𝑛12
× 100% 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (%) =
𝑛22

𝑛21 + 𝑛22
× 100% 

 

2.3 Bootstrap Aggregating (Bagging) 

Bootstrap Aggregating (Bagging) is an ensemble learning method introduced by Breiman in 1994 to 

improve the stability and accuracy of certain algorithms, such as regression or classification. As its name 

suggests, Bagging consists of two stages: bootstrap and aggregating. The classification process in Bagging 

starts with bootstrap, a resampling technique where random samples are taken with replacement from the 

training dataset. This is repeated 𝑘 times to obtain 𝑘 models. Then, the aggregation stage is conducted, where 

the results of the 𝑘 models are combined [17]. 

The Bagging algorithm is as follows: 

1. A data set 𝐿 consisting of {(𝑦𝑖, 𝑥𝑖), 𝑖 = 1,2, . . . , 𝑛} is sampled with replacement, resulting in a new data 

set 𝐿∗ =  {{(𝑦𝑖
∗, 𝑥𝑖

∗), 𝑖 = 1,2, . . . , 𝑛}. 

2. Perform a classification or regression algorithm on the new data set 𝐿∗. 

3. Repeat steps 1 and 2 for 𝑤 bootstrap replications. 

4. The predicted response variable is the average of the predictions produced for continuous response 

variables or the mode (majority vote) for categorical response variables. 

 

2.4 Synthetic Minority Over-sampling Technique (SMOTE) 

The Synthetic Minority Over-sampling Technique (SMOTE) was introduced by [18] to address the 

class imbalance problem in data. SMOTE is a resampling method that increases the minority class samples 

using the K-Nearest Neighbors (KNN) approach. Synthetic data is generated based on the nearest neighbors 

of a given data point in the minority class. The procedure for generating synthetic data in SMOTE is described 

by the following equation: 

𝑥𝑛𝑒𝑤 = 𝑥𝑖 + (𝑥𝑖 − 𝑥𝑖) × 𝑟𝑎𝑛𝑑[0,1] (8) 

where 𝑥𝑖 is the i-th predictor variable value, 𝑟𝑎𝑛𝑑[0,1] is a random value between 0 and 1, and 𝑥𝑖 is one of 

the K-Nearest Neighbors (KNN). KNN is used to generate synthetic data for the minority class. The 

Euclidean distance method is used to calculate the proximity between data points, expressed as follows: 

𝑑(𝒙, 𝒚) = √(𝒙 − 𝒚)𝑡(𝒙 − 𝒚) = √∑(𝑥𝑖 − 𝑦𝑖)
2

𝑛

𝑖=1

 (9) 

in which 𝒙 is the predictor variable vector 𝑥 and 𝒚 is the response variable vector 𝑦. 

The algorithm for generating synthetic data using the SMOTE method is as follows: 

1. Determining the value of 𝑘, the nearest neighbor. 

2. Set the oversampling percentage. 

3. Calculating the distance between observations in the minority class. 

4. Calculating the synthetic data value using Equation (8). 

5. Obtaining new synthetic data consisting of the combination of each minority class and SMOTE-generated 

results. 
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2.5 Data and Data Sources 

The data used in this study consists of secondary data from the National Socio-Economic Survey 

(Susenas) conducted in March 2022, obtained from Statistics Indonesia, Bengkulu Province. The objects of 

this study are households in Bengkulu Province. The data consists of 13 predictor variables and a binary 

response variable (𝑌), representing the household's status as either poor or non-poor. The predictor variables 

used in this study are region of residence (𝑋1), house ownership status (𝑋2), roofing material (𝑋3), main 

wall material (𝑋4), main floor material (𝑋5), defecation facility usage (𝑋6), lighting source (𝑋7), main 

cooking fuel source (𝑋8), land ownership status (𝑋9), floor area (𝑋10), number of household members (𝑋11), 

number of families (𝑋12), and daily calorie consumption (𝑋13). 

 

2.6 Data Analysis Procedure 

The data analysis procedure in this study is carried out in the following stages: 

1. Data exploration. 

2. Identification of the correlation between the response variable and the predictor variables. 

3. Establishment and estimation of the MARS classification model with the following steps: 

a. Determining the number of Basis Functions (BF), Maximum Interaction (MI), and Minimum 

Observation (MO). 

b. Establishing the MARS classification model by combining BF, MI, and MO. 

c. Determining the best MARS model according to the minimum GCV value based on the forward 

selection and backward elimination. 

d. Forming a confusion matrix table.  

e. Calculating the accuracy of the MARS classification model. 

4. Establishment of the Bagging-MARS classification model through the following steps: 

a Performing bootstrap replications on the data. 

b Modelling MARS of each bootstrap replication with the combination of BF, MI, and MO from the 

best MARS model identified in the previous stage. 

c Selecting the best Bagging-MARS classification model based on the minimum GCV value. 

d Forming a confusion matrix table. 

e Calculating the accuracy of the Bagging-MARS classification model. 

5. Establishment of the SMOTE-MARS classification model through the following steps: 

a. Generating synthetic data using the SMOTE algorithm.  

b. Obtaining the SMOTE-MARS classification model similar to step 3. 

c. Forming a confusion matrix table. 

d. Calculating the accuracy of the SMOTE-MARS classification model. 

6. Evaluation of the classification model accuracy. 

 

3. RESULTS AND DISCUSSION 

3.1 Data Exploration 

The National Socio-Economic Survey (Susenas), Statistics Indonesia in March 2022 showed that there 

were 616 poor households and 5115 non-poor households out of 5731 households surveyed in Bengkulu 
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Province. A household is poor if its monthly per capita consumption expenditure is below the poverty line. 
The poverty line in Bengkulu Province in March 2022 was IDR 590,754. Based on Figure 1, it can be seen 

that there is a considerable difference between poor households and non-poor households. The percentage of 

poor households is only 10.75%, while the percentage of non-poor households reaches 89.25%. Therefore, 

there is a class imbalance in this dataset where the poor household group is the minority class while the non-

poor household group is the majority class. 

 
Figure 1. Percentage of Response Variable Categories 

Before performing MARS classification modeling, the correlation between the response variable and 

each predictor variable was identified. The relationship between the categorical predictor variable and the 

categorical response variable is tested using a chi-square test. Meanwhile, the point biserial correlation test 

is used to identify the relationship between the numeric predictor variable and the categorical response 

variable. The testing results are presented in Table 2 below: 

Table 2. Correlation Test between Response Variable and Each Predictor Variable 

No Variable Chi-square (𝝌𝟐) 𝒓𝒑𝒃 𝒑 − 𝒗𝒂𝒍𝒖𝒆 Decision 

Categorical Predictor Variable    

1 𝑋1 8.724 - 0.0031 reject 𝐻0 

2 𝑋2 19.347 - 0.0002 reject 𝐻0 

3 𝑋3 4.894 - 0.2984 Fail to reject 𝐻0 

4 𝑋4 48.618 - 2.66 × 10−9 reject 𝐻0 

5 𝑋5 194.880 - < 2.2 × 10−16 reject 𝐻0 

6 𝑋6 107.730 - < 2.2 × 10−16 reject 𝐻0 

7 𝑋7 76.201 - < 2.2 × 10−16 reject 𝐻0 

8 𝑋8 71.927 - 4.07 × 10−14 reject 𝐻0 

9 𝑋9 13.307 - 0.0002 reject 𝐻0 

Numeric Predictor Variable    

10 𝑋10 - 0.114 < 2.2 × 10−16 reject 𝐻0 

11 𝑋11 - 0.204 < 2.2 × 10−16 reject 𝐻0 

12 𝑋12 - 0.092 3.87 × 10−12 reject 𝐻0 

13 𝑋13 - 0.315 < 2.2 × 10−16 reject 𝐻0 
 

The Chi-square (𝜒2) test result in Table 2 concludes that the categorical variables 

𝑋1, 𝑋2, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, and 𝑋9 correlate with the response variable. Meanwhile, the result of the point 

biserial correlation test for numerical variables shows that there is a correlation between predictor variables 

𝑋10, 𝑋11, 𝑋12, 𝑋13 and the response variable. As a result, 12 predictor variables have a significant correlation 

with the response variable. These predictor variables will be involved in modeling. 
 

3.2 MARS Classification Model 

MARS model is constructed based on a combination of Basis Function (BF), Maximum Interaction 

(MI), and Minimum Observation (MO). The number of significant predictors is 12 variables such that the 

BF values used are 24, 36, and 48. The following step is to determine the MARS model by trial and error 

based on the minimum GCV value. GCV values for all models formed based on each combination of BF, 

MI, and MO are presented in Table 3. 

 

 

10.75%

89.25%

Poor

Non-poor
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Table 3. GCV Value of BF, MI, and MO Combination for MARS Model 

No. BF MI MO GCV No. BF MI MO GCV 

1 24 1 0 0.0754147 19 36 2 2 0.0706785 

2 24 1 1 0.0754148 20 36 2 3 0.0706781 

3 24 1 2 0.0754147 21 36 3 0 0.0703243 

4 24 1 3 0.0754147 22 36 3 1 0.0703271 

5 24 2 0 0.0714211 23 36 3 2 0.0703272 

6 24 2 1 0.0714341 24 36 3 3 0.0703272 

7 24 2 2 0.0714348 25 48 1 0 0.0754147 

8 24 2 3 0.0714349 26 48 1 1 0.0754148 

9 24 3 0 0.0711379 27 48 1 2 0.0754147 

10 24 3 1 0.0712759 28 48 1 3 0.0754147 

11 24 3 2 0.0712764 29 48 2 0 0.0701827 

12 24 3 3 0.0712765 30 48 2 1 0.0702344 

13 36 1 0 0.0754147 31 48 2 2 0,0702342 

14 36 1 1 0.0754148 32 48 2 3 0.0701208 

15 36 1 2 0.0754147 33 48 3 0 0.0697111 

16 36 1 3 0.0754147 34 48 3 1 0.0694715 

17 36 2 0 0.0706916 35 48 3 2 0.0694711 

18 36 2 1 0.0706785 36 48 3 3 0.0694710 

The best MARS classification model is obtained in the combination of BF = 48, MI = 3, and MO = 3 

with a minimum GCV value of 0.0694710. Furthermore, the selection of the optimum basis function at the 

backward elimination obtained the minimum GCV value in the subset model containing 26 basis functions. 

Hence, the MARS classification model is obtained as follows: 

𝑓(𝑥) = 0.01559 + 0.00101𝐵𝐹3 − 0.00154𝐵𝐹6 − 0.00008𝐵𝐹7 + 0.00001𝐵𝐹8 + 0.43111𝐵𝐹9
+ 0.10295𝐵𝐹10 − 0.38639𝐵𝐹11 − 0.06394𝐹12 − 0.00029𝐵𝐹13 − 0.00062𝐵𝐹14
− 0.00001𝐵𝐹15 + 0.00033 𝐵𝐹16 − 0.00024𝐵𝐹17 + 0.00043𝐵𝐹18 − 0.25398𝐵𝐹19
− 0.00843𝐵𝐹21 + 0.00008𝐵𝐹22 + 0.00057𝐵𝐹25 + 0.30454𝐵𝐹27 − 0.18019𝐵𝐹29
− 0.00009𝐵𝐹31 + 0.00035𝐵𝐹32 + 0.00262𝐵𝐹33 + 0.000002𝐵𝐹35 + 0.00192𝐵𝐹36 

where, 

BF3 : Max(0, 1915.24 − 𝑋13) 

BF6 : Max(0, 𝑋11 − 8)Max(0, 1915.24 − 𝑋13) 

BF7 : Max(0, 8 − 𝑋11)Max(0, 1915.24 − 𝑋13) 

BF8 : (𝑋1 = 1)Max(0, 96 − 𝑋10)Max(0, 1915.24 − 𝑋13)  

BF9 : 𝑋6 = 4  

BF10 : 𝑋8 = 5  

BF11 : (𝑋6 = 4)Max(0, 𝑋11 − 5)  

BF12 : (𝑋6 = 4)Max(0, 5 − 𝑋11)  

BF13 : (𝑋4 = 0)Max(0, 1915.24 − 𝑋13)  

BF14 : (𝑋2 = 3)Max(0, 1915.24 − 𝑋13)  

BF15 : (𝑋4 = 5)Max(0, 96 − 𝑋10)Max(0, 1915.24 − 𝑋13)  

BF16 : Max(0, 𝑋12 − 2)Max(0, 1915.24 − 𝑋13) 

BF17 : Max(0, 2 − 𝑋12)Max(0, 𝑋13 − 1915.24) 

BF18 : (𝑋4 = 0)(𝑋7 = 1)Max(0, 1915.24 − 𝑋13)  

BF19 : (𝑋1 = 1)(𝑋6 = 4)  

BF21 : Max(0, 5 − 𝑋11) 

BF22 : (𝑋6 = 3)Max(0, 𝑋10 − 96)Max(0, 1915.24 − 𝑋13)  

BF25 : Max(0, 𝑋11 − 6)Max(0, 2 − 𝑋12)Max(0, 1915.24 − 𝑋13) 

BF27 : (𝑋1 = 1)(𝑋6 = 4)Max(0, 𝑋11 − 5)  
BF29 : (𝑋8 = 2)Max(0, 𝑋11 − 5)  
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BF31 : Max(0, 48 − 𝑋10)Max(0, 𝑋12 − 2)Max(0, 1915.24 − 𝑋13)  

BF32 : Max(0, 𝑋10 − 80)Max(0, 𝑋11 − 5) 

BF33 : Max(0, 80 − 𝑋10)Max(0, 𝑋11 − 5) 

BF35 : Max(0, 77 − 𝑋10)Max(0, 2781.34 − 𝑋13) 

BF36 : (𝑋2 = 3)(𝑋4 = 5)Max(0, 1915.24 − 𝑋13)  

Measurement of classification accuracy in the MARS model is carried out through the calculation of 

the confusion matrix value. In the following the confusion matrix based on the MARS classification model 

is given in Table 4. 

Table 4. Confusion Matrix of MARS Classification Model 

Prediction 
Actual 

Non-poor Poor 

Non-poor 253 23 

Poor 3 8 

Percentage Correct (%) 98.83 25.81 

 

3.3 Bagging-MARS Classification Model 

The Bagging-MARS classification model is performed with significant pairs of the response and the 

predictor variables obtained from the best MARS model. In this method, the bootstrap technique is performed 

on classification modeling with a combination of BF, MI, and MO likely to the MARS model in the previous 

stage, namely single-stage MARS. The best Bagging-MARS model was obtained at the 60th replication of 

100 replications. This model provides a minimum GCV value of 0.06063. The following is the Bagging-

MARS classification model obtained 

𝑓(𝑥) = 0.00165 + 0.51333𝐵𝐹2 + 0.00113BF3 − 0.17474𝐵𝐹4 − 0.00042𝐵𝐹5 − 0.00054𝐵𝐹6

+ 0.11263𝐵𝐹7 + 0.00178𝐵𝐹8 − 0.22986𝐵𝐹9 − 0.10585𝐵𝐹10 − 0.00069𝐵𝐹11

+ 0.00002𝐵𝐹12 − 0.00197𝐵𝐹13 − 0.00037𝐵𝐹14 − 0.00103𝐵𝐹15 + 0.00133𝐵𝐹16

+ 0.00005𝐵𝐹17 + 0.00002𝐵𝐹18 + 0.00143𝐵𝐹19 + 0.00024𝐵𝐹20 + 0.00002𝐵𝐹21

+ 0.00025𝐵𝐹22 + 0.00002𝐵𝐹23 − 0.00001𝐵𝐹24 − 0.00002𝐵𝐹25 + 0.00094𝐵𝐹26 

in which, 

BF2 : 𝑋8 = 5  

BF3 : Max(0, 1680.29 − 𝑋13)  

BF4 : (𝑋7 = 0)(𝑋8 = 5) 

BF5 : (𝑋1 = 1)Max(0, 1680.29 − 𝑋13)  

BF6 : (𝑋4 = 0)Max(0, 1680.29 − 𝑋13)   

BF7 : (𝑋4 = 1)Max(0, 𝑋11 − 4)  
BF8 : (𝑋4 = 1)Max(0, 1680.29 − 𝑋13)  

BF9 : (𝑋8 = 5)Max(0, 𝑋11 − 5)  
BF10 : (𝑋8 = 5)Max(0, 5 − 𝑋11)  
BF11 : (𝑋8 = 5)Max(0, 1629.68 − 𝑋13)  

BF12 : Max(96 − 𝑋10)Max(0, 2722.89 − 𝑋13)  
BF13 : Max(0, 4 − 𝑋11)Max(0, 1285.76 − 𝑋13)  

BF14 : Max(0, 7 − 𝑋11)Max(0, 1680.29 − 𝑋13)  

BF15 : (𝑋1 = 1)(𝑋2 = 3)Max(0, 1680.29 − 𝑋13)  

BF16 : (𝑋4 = 0)(𝑋7 = 1)Max(0, 1680.29 − 𝑋13)  

BF17 : (𝑋1 = 1)Max(0, 𝑋10 − 77) Max(0, 1680.29 − 𝑋13)  

BF18 : (𝑋1 = 1)Max(0, 77 − 𝑋10) Max(0, 1680.29 − 𝑋13)   

BF19 : (𝑋1 = 1)Max(0, 𝑋11 − 6) Max(0, 1680.29 − 𝑋13)  

BF20 : (𝑋1 = 1)Max(0, 6 − 𝑋11) Max(0, 1680.29 − 𝑋13)   

BF21 : (𝑋6 = 4)Max(96 − 𝑋10)Max(0, 2722,89 − 𝑋13)   

BF22 : (𝑋7 = 0)Max(0, 7 − 𝑋11)Max(0, 1680.29 − 𝑋13)  

BF23 : Max(96 − 𝑋10)Max(0, 𝑋11 − 4)Max(0, 2722.89 − 𝑋13)  

BF24 : Max(96 − 𝑋10)Max(0, 𝑋12 − 2)Max(0, 2722.89 − 𝑋13)  
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BF25 : Max(96 − 𝑋10)Max(0, 2 − 𝑋12)Max(0, 2722.89 − 𝑋13)  

BF26 : Max(0, 7 − 𝑋11)Max(0, 𝑋12 − 2)Max(0, 1680.29 − 𝑋13)  

Afterward, the confusion matrix table formed based on the Bagging-MARS classification model is 

given in Table 5 below: 

Table 5.  Confusion Matrix of Bagging-MARS Classification Model 

Prediction 
Actual 

Non-poor Poor 

Non-poor 253 21 

Poor 3 10 

Percentage Correct (%) 98.83 32.26 

 

3.4 SMOTE-MARS Classification Model 

The data used in the study is an imbalanced dataset because there are majority and minority class 

categories in the response variable, household poverty status. Therefore, over-sampling was performed on 

the minority class data using the SMOTE method. The over-sampling percentage used is 800%, in which the 

number of data replications generated for the minority class is eight times the number of original samples in 

the class. The aim is to increase the sample size in the minority class such that the minority class becomes 

more balanced with the majority class. The new data generated yielded nearly identical class proportions, 

with the majority class numbering 5115 and the over-sampled minority class being 4928. After balancing the 

data, the classification model is performed using the MARS method. The stages carried out are similar to the 

stages of MARS modeling. According to the analysis results in Table 6, the best SMOTE-MARS 

classification model is obtained, the model with a combination of BF = 48, MI = 3, and MO = 1, which gives 

a minimum GCV value of 0.130805. A maximum interaction of 3 means that in the SMOTE-MARS model, 

there is interaction between predictor variables with a maximum interaction of 3. A minimum observation of 

3 means that in the SMOTE-MARS model, the distance between knot points is three observations. 

Table 6. GCV Value of BF, MI, and MO Combination for SMOTE-MARS Model 

No. BF MI MO GCV No. BF MI MO GCV 

1 24 1 0 0.138608 19 36 2 2 0.132756 

2 24 1 1 0.138603 20 36 2 3 0.132756 

3 24 1 2 0.138603 21 36 3 0 0.132755 

4 24 1 3 0.138603 22 36 3 1 0.132755 

5 24 2 0 0.135910 23 36 3 2 0.132756 

6 24 2 1 0.135910 24 36 3 3 0.132756 

7 24 2 2 0.135910 25 48 1 0 0.138105 

8 24 2 3 0.135910 26 48 1 1 0.138100 

9 24 3 0 0.135910 27 48 1 2 0.138100 

10 24 3 1 0.135910 28 48 1 3 0.138100 

11 24 3 2 0.135910 29 48 2 0 0.130963 

12 24 3 3 0.135910 30 48 2 1 0.130953 

13 36 1 0 0.138105 31 48 2 2 0.130954 

14 36 1 1 0.138100 32 48 2 3 0.130962 

15 36 1 2 0.138100 33 48 3 0 0.130813 

16 36 1 3 0.138100 34 48 3 1 0.130805 

17 36 2 0 0.132755 35 48 3 2 0.130806 

18 36 2 1 0.132755 36 48 3 3 0.130812 

Parameter estimation of the SMOTE-MARS model was performed on the selected MARS model 

through forward selection and backward elimination methods. The basis functions obtained in the forward 

selection amounted to 35, with or without interaction. Furthermore, backward elimination produces the 
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minimum GCV value in the subset model containing 32 basis functions. Consequently, the best SMOTE-

MARS classification model obtained based on backward elimination is as follows: 

𝑓(𝑥) = 0.18608 − 0.00021𝐵𝐹2 + 0.00049𝐵𝐹3 − 0.19781𝐵𝐹4 + 0.00001𝐵𝐹5 + 0.00001𝐵𝐹6
− 0.20044𝐵𝐹7 − 0.09224𝐵𝐹8 + 0.30604𝐵𝐹9 + 0.51466𝐵𝐹10 + 0.00010𝐵𝐹11
+ 0.00015𝐵𝐹12 − 0.00019𝐵𝐹14 − 0.00037𝐵𝐹15 + 0.00015𝐵𝐹16 + 0.25984𝐵𝐹17
+ 0.00004𝐵𝐹18 − 0.00043𝐵𝐹19 + 0.00129𝐵𝐹20 − 0.02645𝐵𝐹21 − 0.00025𝐵𝐹22
− 0.00041𝐵𝐹24 − 0.23068𝐵𝐹25 − 0.19510𝐵𝐹26 + 0.00034𝐵𝐹27 − 0.12909𝐵𝐹28
− 0.11497𝐵𝐹29 + 0.000001𝐵𝐹30 − 0.00012𝐵𝐹31 − 0.00018𝐵𝐹32 + 0.00025𝐵𝐹34
− 0.00022𝐵𝐹35 

in which, 

BF2 : Max(0, 𝑋13 − 2682.88) 

BF3 : Max(0, 2682.88 − 𝑋13) 

BF4 : 𝑋5 = 1  

BF5 : Max(0, 𝑋10 − 120)Max(0, 2682.88 − 𝑋13) 

BF6 : Max(0, 120 − 𝑋10)Max(0, 2682.88 − 𝑋13) 

BF7 : Max(0, 𝑋11 − 7.55) 

BF8 : Max(0, 7.55 − 𝑋11) 

BF9 : 𝑋8 = 5  

BF10 : 𝑋6 = 4  

BF11 : (𝑋1 = 1)Max(0, 2682.88 − 𝑋13)  

BF12 : (𝑋5 = 1)Max(0, 𝑋13 − 1976.48)  

BF14 : (𝑋8 = 5)Max(0, 𝑋13 − 2074.3)  

BF15 : (𝑋8 = 5)Max(0, 2074.3 − 𝑋13)  

BF16 : (𝑋4 = 1) Max(0, 2682.88 − 𝑋13)  

BF17 : 𝑋5 = 3  

BF18 : Max(0, 7.55 − 𝑋11)Max(0, 𝑋13 − 1156.46)  

BF19 : Max(0, 7.55 − 𝑋11)Max(0, 1156.46 − 𝑋13)  

BF20 : (𝑋6 = 4) Max(0, 𝑋10 − 22.21) 

BF21 : (𝑋6 = 4) Max(0, 22.21 − 𝑋10) 

BF22 : (𝑋8 = 2)Max(0, 2682.88 − 𝑋13)  

BF24 : (𝑋6 = 4)Max(0, 2065.03 − 𝑋13) 

BF25 : (𝑋1 = 1)(𝑋6 = 4)  

BF26 : (𝑋4 = 2)(𝑋5 = 3)   
BF27 : (𝑋4 = 2)(𝑋5 = 1)Max(0, 1976.48 − 𝑋13)  

BF28 : (𝑋6 = 4)Max(0, 𝑋11 − 4.74)  

BF29 : (𝑋6 = 4)Max(0, 4.74 − 𝑋11) 

BF30 : Max(0, 𝑋10 − 253.56)Max(0, 2682.88 − 𝑋13)  

BF31 : Max(0, 𝑋12 − 1.53)Max(0, 2682.88 − 𝑋13) 

BF32 : Max(0,1.53 − 𝑋12)Max(0,2682.88 − 𝑋13) 

BF34 : (𝑋6 = 4)Max(0, 4.54 − 𝑋11)Max(0, 2065.03 − 𝑋13)  

BF35 : (𝑋1 = 1)(𝑋2 = 3)Max(0, 2682.88 − 𝑋13)  

Furthermore, Table 7 presents the confusion matrix values formed by the SMOTE-MARS 

classification model. 

Table 7.  Confusion Matrix of SMOTE-MARS Classification Model  

Preldiction 
Actual 

Non-poor Poor 

Non-poor 203 36 

Poor 53 210 

Percentage Correct (%) 79.29 85.36 
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3.5 Evaluation of Classification Model Accuracy 

Evaluation of the accuracy of the household poverty status classification model in Bengkulu Province 

based on the APER, TAR, Specificity, and Sensitivity values obtained from the confusion matrix table of the 

three methods is presented in Table 8 below: 

Table 8.  Evaluation of Classification Model Accuracy 

Rate 
Method 

MARS Bagging-MARS SMOTEl-MARS 

APElR (%) 9.06 8.36 17.73 

TAR (%) 90.94 91.64 82.87 

Spelcificity (%) 98.83 98.83 79.29 

Selnsitivity (%) 25.81 32.26 85.36 

 In the case of class imbalance, the sensitivity value often takes precedence over the accuracy value 

(TAR) due to the accuracy value of an imbalanced class distribution can be biased. Unbalanced data between 

the majority class and the minority class can lead to misclassification because of relying on the majority class 

in the classification. The sensitivity value can measure the model's capability to correctly detect positive 

cases or minority classes from all actual positive case data. As shown in Table 8, the SMOTE-MARS method 

has a higher sensitivity value than the MARS and Bagging-MARS methods. The sensitivity value obtained 

in the SMOTE-MARS method is 85.36%. The SMOTE worked by generating new synthesized data to 

balance the minority class and the majority class such that in the classification with the MARS method, high 

classification accuracy is obtained in the minority class. Thus, it can be concluded that the SMOTE-MARS 

method is more accurate in classifying household status in Bengkulu Province, which has a class imbalance 

problem. 

The modeling results show that there are ten significant predictor variables in the SMOTE-MARS 

classification model, which are region of residence (𝑋1), house ownership status (𝑋2), main wall material 

(𝑋4), main floor material(𝑋5), defecation facilities usage (𝑋6), main cooking fuel source (𝑋8), floor area 
(𝑋10), number of household members (𝑋11), number of families (𝑋12), and daily calorie consumption (𝑋13). 
This indicates that these predictor variables have a relationship with the response variable of household 

poverty status in Bengkulu Province. Meanwhile, the other three predictor variables, main roofing material, 

lighting source, and land ownership status, do not affect the poverty status of households in Bengkulu 

Province. 

The classification model obtained can be interpreted on each basis function formed using the odds 

model and the odds ratio value. The probability of poor households 𝜋(𝑥) and the odds ratio value for each 

basis function in the SMOTE-MARS classification model can be seen in Table 9. For illustration, Basis 

function 3 (BF3) is Max(0, 2682.88 − 𝑋13) with a coefficient of 0.00049 and 𝜋(𝑥) = 0.54651. This means 

that assuming the other predictor variables are constant, households with a daily calorie consumption of less 

than 2682.88 Kcal have a 0.54651 chance of becoming a poor household. Meanwhile, households with a 

daily calorie consumption of more than or equal to 2682.88 Kcal have zero basis function coefficient. The 

odds ratio value of 1.00049 can be interpreted that households with a daily calorie consumption of less than 

2682.88 Kcal are 1.00049 times more likely to become poor households than households with a daily calorie 

consumption of more than or equal to 2682.88 Kcal. 

Table 9. Probability Value and Odds Ratio of the SMOTE-MARS Classification Model 

No Basis Function Probability Odds Ratio 

1 BF1 −  0.54639 1.20452 

2 BF2 Max(0, 𝑋13 − 2682.88) 0.54633 0.99979 

3 BF3 Max(0, 2682.88 − 𝑋13) 0.54651 1.00049 

4 BF4 𝑋5 = 1  0.49707 0.82053 

5 BF5 Max(0, 𝑋10 − 120)Max(0, 2682.88 − 𝑋13) 0.54639 1.00001 

6 BF6 Max(0, 120 − 𝑋10)Max(0, 2682.88 − 𝑋13) 0.54639 1.00001 

7 BF7 Max(0, 𝑋11 − 7.55) 0.49641 0.81837 

8 BF8 Max(0, 7.55 − 𝑋11) 0.52344 0.91189 

9 BF9 𝑋8 = 5  0.62061 1.35804 

10 BF10 𝑋6 = 4  0.66835 1.67307 

11 BF11 (𝑋1 = 1)Max(0, 2682.88 − 𝑋13)  0.54641 1.00010 

12 BF12 (𝑋5 = 1)Max(0, 𝑋13 − 1976.48)  0.54642 1.00015 
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No Basis Function Probability Odds Ratio 

13 BF14 (𝑋8 = 5)Max(0, 𝑋13 − 2074.3)  0.54634 0.99981 

14 BF15 (𝑋8 = 5)Max(0, 2074.3 − 𝑋13)  0.54629 0.99963 

15 BF16 (𝑋4 = 1) Max(0, 2682.88 − 𝑋13)  0.54642 1.00015 

16 BF17 𝑋5 = 3  0.60967 1.29672 

17 BF18 Max(0, 7.55 − 𝑋11)Max(0, 𝑋13 − 1156.46)  0.54639 1.00004 

18 BF19 Max(0, 7.55 − 𝑋11)Max(0, 1156.46 − 𝑋13)  0.54628 0.99957 

19 BF20 (𝑋6 = 4) Max(0, 𝑋10 − 22.21) 0.54671 1.00129 

20 BF21 (𝑋6 = 4) Max(0, 22.21 − 𝑋10) 0.53982 0.97390 

21 BF22 (𝑋8 = 2)Max(0, 2682.88 − 𝑋13)  0.54632 0.99975 

22 BF24 (𝑋6 = 4)Max(0, 2065.03 − 𝑋13) 0.54628 0.99959 

23 BF25 (𝑋1 = 1)(𝑋6 = 4)  0.48885 0.79399 

24 BF26 (𝑋4 = 2)(𝑋5 = 3)   0.49774 0.82275 

25 BF27 (𝑋4 = 2)(𝑋5 = 1)Max(0, 1976.48 − 𝑋13)  0.54647 1.00034 

26 BF28 (𝑋6 = 4)Max(0, 𝑋11 − 4.74)  0.51424 0.87889 

27 BF29 (𝑋6 = 4)Max(0, 4.74 − 𝑋11) 0.51777 0.89139 

28 BF30 Max(0, 𝑋10 − 253.56)Max(0, 2682.88 − 𝑋13)  0.54638 1.00000 

29 BF31 Max(0, 𝑋12 − 1.53)Max(0,2682.88 − 𝑋13) 0.54636 0.99988 

30 BF32 Max(0, 1.53 − 𝑋12)Max(0, 2682.88 − 𝑋13) 0.54634 0.99982 

31 BF34 (𝑋6 = 4)Max(0,4.54 − 𝑋11)Max(0, 2065.03 − 𝑋13)  0.54645 1.00025 

32 BF35 (𝑋1 = 1)(𝑋2 = 3)Max(0, 2682.88 − 𝑋13)  0.54633 0.99978 

 

4. CONCLUSIONS 

By three methods, MARS, Bagging-MARS, and SMOTEl-MARS, for the accuracy of household 

poverty status classification in Bengkulu Province, the best MARS model for the accuracy of household 

poverty status classification in Bengkulu Province is obtained from the SMOTE-MARS model with the 

combination of BF = 48, MI = 3, and MO = 1 which produces the minimum GCV value of 0.130805. The 

SMOTE-MARS classification model provides a higher sensitivity value than MARS and Bagging-MARS, 

which is 85.36%. This implies that SMOTE-MARS has the best accuracy in predicting observations, 

especially in the minority class. Moreover, the results showed that there are ten significant predictor variables 

in the SMOTE-MARS classification model, such as region of residence, house ownership status, main wall 

material, main floor material, defecation facilities usage, main cooking fuel source, floor area, number of 

households members, number of families, and daily calorie consumption. This indicates that these predictor 

variables have a significant influence on the response variable of household poverty status in Bengkulu 

Province. 
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