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ABSTRACT 

Article History: Nickel was a critical raw material used in a wide range of industries. The price movement 

of nickel tends to fluctuate and remain uncertain due to market conditions varying over 

time. Therefore, forecasting nickel prices was essential to understanding future price 

movements. In this study, we applied the automatic clustering fuzzy time series Markov 

chain method. The automatic clustering algorithm generates multiple intervals and fuzzy 

relations. Subsequently, forecasting was based on these fuzzy relations and a Markov 

chain transition probability matrix involving three stages to enhance forecast accuracy. 

We use monthly closing futures nickel price data from January 2009 to May 2024. The 

accuracy of the forecasting model was measured using the mean absolute percentage error 

(MAPE). The analysis showed that implementing the automatic clustering fuzzy time series 

Markov chain method results in excellent forecasting accuracy, with a MAPE value of 

1.76% (equivalent to 98.24% accuracy). The predicted nickel price for June 2024 was US$ 

19,608.5. 
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1. INTRODUCTION 

Mining is the primary industry that provides essential raw materials for various sectors, including 

transportation, construction, aerospace, high technology, and energy [1]. One of Indonesia’s prominent 

mining commodities is nickel. Nickel is a reactive element to acids and reacts slowly to air at normal 

temperature and pressure [2]. Due to these properties, nickel is widely utilized as a raw material in producing 

batteries, stainless steel, iron-steel alloys, and even military weaponry. Its diverse applications make nickel a 

crucial resource in industrial activities [3]. 

As the world’s largest producer of nickel, Indonesia can produce 1,600,000 tons of nickel and record 

export values of US$ 4.13 billion [4]. The high production figures and export values make nickel prices a 

crucial consideration. World nickel prices are denominated in United States dollars (US) and are constantly 

fluctuating due to market conditions [5], [6]. These fluctuations create uncertainty in nickel prices, even 

though relevant parties such as governments, companies, and investors require information about future world 

nickel prices as a reference for policy-making and decision-making. Therefore, forecasting world nickel 

prices is essential to understanding nickel price movements in the future [7]. 

Forecasting is the expected demand prediction for a product within a specific time frame [8], [9], [10]. 

The fluctuating world nickel prices result in non-stationary data. Therefore, a method that does not rely on 

stationarity assumptions is needed for forecasting world nickel prices. One such method that avoids 

stationarity assumptions is fuzzy time series. Fuzzy time series works by retaining historical data and 

processing it to generate new values in the future without requiring assumptions [8], [11]. This method is also 

capable of forecasting without prior training. However, its drawback lies in producing only a limited number 

of fuzzy sets and performing defuzzification in a single step based on the midpoint of intervals without 

considering state transitions. To address this limitation, a new method called automatic clustering fuzzy time 

series Markov chain has been developed [12]. The automatic clustering fuzzy time series Markov chain 

method leverages an automatic clustering algorithm, which creates multiple intervals of varying lengths based 

on the data used, resulting in numerous fuzzy sets and fuzzy relations [13], [14]. Additionally, the 

defuzzification process involves three steps based on interval midpoints, fuzzy relations, and the Markov 

transition probability matrix, considering state transitions to enhance forecasting accuracy [12], [15]. 

The automatic clustering fuzzy time series Markov chain method has been used to forecast the number 

of COVID-19 cases in North Sumatra province. This method yielded a mean absolute percentage error 

(MAPE) of 4.53%, indicating excellent forecasting capability [12]. Similar methods were also employed by 

[16] and [15]. The results of applying the automatic clustering fuzzy time series Markov chain method in 

both studies showed good accuracy, with MAPE values remaining below 20%. Additionally, nickel price 

forecasting was conducted by [5] using the fuzzy Mamdani system method. The analysis revealed that this 

method performed well in predicting nickel prices, with a prediction error based on MAPE of 7%. 

Based on the description above, this research will forecast global nickel prices for the upcoming period 

in June 2024 using the automatic clustering fuzzy time series Markov chain method. The accuracy of the 

forecast will be measured using the mean absolute percentage error (MAPE). 

2. RESEARCH METHODS 

This study utilizes secondary data on monthly global nickel prices (closing prices) from January 2009 

to May 2024, comprising 185 observations. The data was obtained from the investing.com website. The 

variable research was the closing price of global nickel from January 2009 to May 2024 that was indicated 

in Table 1. 

Table 1. Monthly Closing Prices of Global Nickel from January 2009 to May 2024 

Period 𝒀𝒕 

January 2009 𝒀𝟏 

February 2009 𝒀𝟐 

⋮ ⋮ 

May 2024 𝒀𝟏𝟖𝟓 

Data source: https://www.investing.com/commodities/nickel?cid=959208 
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2.1 Fuzzy Time Series 

Fuzzy time series is defined as a forecasting method for time series data based on fuzzy principles, 

where the values of the time series (real numbers) are transformed into fuzzy sets [8], [17], [18]. Each fuzzy 

set has varying degrees of membership, indicating the extent of truth and error, ranging between 1 (one) and 

0 (zero). A fuzzy set A within the universe of discourse U can be expressed as [19]: 

 

 
𝑨 =

µ𝐴(𝑢1)

𝑢1
+ 

µ𝐴(𝑢2)

𝑢2
+ ⋯ +

µ𝐴(𝑢𝑛)

𝑢𝑛
 (1) 

 

The expression µ𝑨(𝒖𝒊) represents the membership degree of the element µ𝒊 in the fuzzy set 𝑨𝒊, where 

µ𝑨(𝒖𝒊) ∈ [𝟎, 𝟏] for 𝟏 ≤ 𝒊 ≤ 𝒏. The value of µ𝑨(𝒖𝒊) can be interpreted as follows: 

 

 
µ𝐴(𝑢𝑖) = {

1 𝑖 = 𝑗
0,5 , 𝑖𝑓 𝑖 = 𝑗 − 1 𝑜𝑟 𝑗 + 1
0 𝑡ℎ𝑒 𝑜𝑡ℎ𝑒𝑟𝑠

 (2) 

 

Fuzzy sets are represented as the fundamental concept in fuzzy time series based on the following 

definition [14]: 

Definition 1  

Assume 𝑌(𝑡) (where 𝑡 = 1,2, … ) represents a subset of real numbers. It is defined as the universe of discourse 

containing fuzzy sets 𝑓𝑖(𝑡) (where 𝑡 = 1,2, …). If 𝐹(𝑡) is the union of 𝑓1(𝑡), 𝑓2(𝑡), … then 𝐹(𝑡) is expressed 

as a fuzzy time series concerning 𝑌(𝑡) (where 𝑡 = 1,2, …). 

Definition 2  

Assume that 𝐹(𝑡) occurs due to 𝐹(𝑡 − 1), i.e., 𝐹(𝑡 − 1) → 𝐹(𝑡). Consequently, there exists a fuzzy 

relationship between 𝐹(𝑡) and 𝐹(𝑡 − 1), represented by the following equation: 

 

 
𝐹(𝑡) = 𝐹(𝑡 − 1)∘𝑅(𝑡, 𝑡 − 1) (3) 

 

Given that 𝑅 represents the combination of fuzzy relations and is known as the first-order model of 𝐹(𝑡), 

where “∘” denotes the max-min composition operator and 𝑅(𝑡, 𝑡 − 1) is the relation matrix that describes 

the fuzzy relationship between 𝐹(𝑡) and 𝐹(𝑡 − 1). 

Definition 3 

Assume 𝐹(𝑡) as a fuzzy time series, and 𝑅(𝑡, 𝑡 − 1) represents the first-order relationship of 𝐹(𝑡). If 

𝑅(𝑡, 𝑡 − 1) = 𝑅(𝑡 − 1, 𝑡 − 2) is independent of time 𝑡 (i.e., it does not depend on the difference between time 

𝑡 and 𝑡 − 1), then 𝐹(𝑡) is called a time-invariant fuzzy time series. 

Definition 4 

When 𝐹(𝑡) = 𝐴𝑗 and 𝐹(𝑡 − 1) = 𝐴𝑖, the relationship between 𝐹(𝑡) and 𝐹(𝑡 − 1) is termed a fuzzy logical 

relationship (FLR), denoted as 𝐴𝑖 → 𝐴𝑗. Here, 𝐴𝑖 represents the left-hand side (LHS), and 𝐴𝑗 represents the 

right-hand side (RHS) of the FLR. 

Definition 5  

Assume there exist FLR 𝐴𝑖 → 𝐴𝑗1, 𝐴𝑖 → 𝐴𝑗2, …, 𝐴𝑖 → 𝐴𝑗𝑛 that share the same fuzzy set at state 𝐴𝑖. In this 

case, a fuzzy logic relationship group (FLRG) is formed, denoted as 𝐴𝑖 → 𝐴𝑗1, 𝐴𝑗2, …, 𝐴𝑗𝑛. 
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2.2 Automatic Clustering 

Automatic clustering classifies numerical data based on proximity, where smaller distances indicate 

higher similarity between data points [13]. The automatic clustering algorithm is computed through the 

following stages: 

a. Create a numerical data sequence from the smallest to the largest values (𝒅𝟏, 𝒅𝟐, … , 𝒅𝒏), assuming 

that there are no repeated values in the data. Referring to this sequence, calculate the average 

difference in the formation of intervals for time series data (average_diff) based on the following 

equation: 

 

 
𝑎𝑣𝑒𝑟𝑎𝑔𝑒_𝑑𝑖𝑓𝑓 =

∑ (di+1 − di)
n−1
i=0

n − 1
 (4) 

 

The average_diff represents the mean distance between numerical data points after sorting. 

b. Set the first numerical data point (the smallest data value) as the current cluster. Based on the value 

of average_diff, determine whether the next numerical data point should be added to the current 

cluster or form a different cluster, following the principles outlined below: 

Principle 1: Suppose the current cluster represents the first cluster, containing only one numerical 

data point (𝒅𝟏), and assume that 𝒅𝟐 is the next numerical data point. This can be displayed as 
{𝒅𝟏}, 𝒅𝟐, , 𝒅𝟑, … , , 𝒅𝒊, , 𝒅𝒏. 

If the value of 𝒅𝟐 − 𝒅𝟏 ≤ 𝒂𝒗𝒆𝒓𝒂𝒈𝒆_𝒅𝒊𝒇𝒇, then 𝒅𝟐 is included as a member of the current cluster 

along with 𝒅𝟏. If not, create a new cluster where 𝒅𝟐 becomes a member. 

Principle 2: Suppose the current cluster is not the first cluster and the current cluster contains only 

numerical data, denoted as 𝒅𝒋. Assume that  𝒅𝒌 represents the nearest numerical data to  𝒅𝒋 and  𝒅𝒊 

represents the numerical data with the highest value in the previous cluster. This can be displayed 

as {𝒅𝟏}, … , {… , 𝒅𝒊}, {𝒅𝒋}, 𝒅𝒌, … , 𝒅𝒏. 

If the value of 𝒅𝒌 − 𝒅𝒋 ≤ 𝒂𝒗𝒆𝒓𝒂𝒈𝒆_𝒅𝒊𝒇𝒇 and the value of 𝒅𝒌 −  𝒅𝒋 ≤ 𝒅𝒋 − 𝒅𝒊, then 𝒅𝒌 is placed 

in the current cluster that contains  𝒅𝒋. Otherwise, form a new cluster where  𝒅𝒌 becomes a member. 

Principle 3: Suppose the first cluster is not the current cluster, and there exists numerical data 

greater than 1 in the current cluster. Assume that the largest numerical data in the current cluster is 

 𝒅𝒊 and  𝒅𝒋 represents the numerical data closest to  𝒅𝒊. This can be displayed as 

{𝒅𝟏}, … , {… , 𝒅𝒊}, 𝒅𝒋, … , 𝒅𝒏. 

If the value of 𝒅𝒋 −  𝒅𝒊 is less than or equal to average_diff and also less than or equal to 

cluster_diff, then 𝒅𝒋 is placed as a member of the current cluster along with  𝒅𝒊. Otherwise, form a 

new cluster that includes  𝒅𝒋. The value of cluster_diff can be calculated based on the following 

equation: 

 

 
𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑑𝑖𝑓𝑓 =

∑ (𝑐𝑖+1 −  𝑐𝑖)𝑛−1
𝑖=1

𝑛 − 1
 (5) 

 

The cluster_diff represents the mean of the current cluster, where 𝒄𝟏, 𝒄𝟐, … , 𝒄𝒏 represent the data 

within the current cluster. 

c. Referring to the clustering results from the previous step, adjust the content of each cluster by 

considering the following principles: 

Principle 1: If a cluster consists of more than 2 data points, retain the data with the smallest and 

largest values while discarding the other data. 

Principle 2: If a cluster consists of 2 data points, retain all the data. 
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Principle 3: If a cluster contains only one numeric data point, denoted as  𝒅𝒒, then remove  𝒅𝒒 and 

replace it with two values 𝒅𝒒 − 𝒂𝒗𝒆𝒓𝒂𝒈𝒆_𝒅𝒊𝒇𝒇 representing the smallest value and  𝒅𝒒 +

𝒂𝒗𝒆𝒓𝒂𝒈𝒆_𝒅𝒊𝒇𝒇 representing the largest value within the cluster. However, the cluster needs 

further adjustment in the following situations: 

Situation 1: If the situation occurs in the first cluster, remove the value 𝒅𝒒 − 𝒂𝒗𝒆𝒓𝒂𝒈𝒆_𝒅𝒊𝒇𝒇 and 

retain 𝒅𝒒. 

Situation 2: If the situation occurs in the last cluster, remove the value 𝒅𝒒 + 𝒂𝒗𝒆𝒓𝒂𝒈𝒆_𝒅𝒊𝒇𝒇 and 

retain 𝒅𝒒. 

Situation 3: If the value of 𝒅𝒒 − 𝒂𝒗𝒆𝒓𝒂𝒈𝒆_𝒅𝒊𝒇𝒇 is less than the smallest value in the previous 

cluster, then disregard Principle 3. 

d. Assume that step 3 yields the following clustering results: 

{𝒅𝟏, 𝒅𝟐}, {𝒅𝟑, 𝒅𝟒}, {𝒅𝟓, 𝒅𝟔} … , {𝒅𝒓}, {𝒅𝒔, 𝒅𝒕}, … , {𝒅𝒏−𝟏, 𝒅𝒏} 

i. The first cluster {𝒅𝟏, 𝒅𝟐} is formed as the interval [𝒅𝟏, 𝒅𝟐). 

ii. If the current cluster consists of {𝒅𝒌, 𝒅𝟏} and the current interval is [𝒅𝟏, 𝒅𝟐), then: 

1. If the value of 𝒅𝒋 ≥ 𝒅𝒌, form the interval [𝒅𝒋, 𝒅𝟏) and designate it as the current interval. 

Additionally, assign the next cluster {𝒅𝒎, 𝒅𝒏} as the current cluster. 

2. If the value of 𝒅𝒋 < 𝒅𝒌, replace the current cluster {𝒅𝒌, 𝒅𝟏} with the interval [𝒅𝒊, 𝒅𝒋). Then, 

create a new interval [𝒅𝒋, 𝒅𝒌) based on the intervals [𝒅𝒊, 𝒅𝒋) and [𝒅𝒌, 𝒅𝟏). Set [𝒅𝒌, 𝒅𝟏) as 

the current interval, and designate the next cluster {𝒅𝒎, 𝒅𝒏} as the current cluster. If[𝒅𝒊, 𝒅𝒋)  

is the current interval and {𝒅𝒌} is the current cluster, modify the current interval from 

[𝒅𝒊, 𝒅𝒋) to [𝒅𝒊, 𝒅𝒌). Then, assign the following cluster as the current cluster. 

e. Based on the intervals formed from the previous step, create new intervals where each interval is 

divided into 𝒑 sub-intervals, with 𝒑 ≥ 𝟏. Then, calculate the midpoint and length of each interval. 

2.3 Markov Chain 

Markov chain analysis is a technique that studies the current characteristics of a variable based on its 

past behaviour to predict its future behaviour. Markov chains yield probabilistic model information 

(stochastic processes), which is used to support decision-making. Therefore, this analysis is descriptive in 

nature and not an optimization technique [14], [20], [21]. If at the time 𝒏, the stochastic process 
{𝒀𝒏, 𝒏 = 𝟏, 𝟐, … } is in state 𝒊, then it can be written as 𝒀𝒏 = 𝒊. The subsequent stochastic process is in state 

𝒋 with a probability 𝑷𝒊𝒋 can be expressed as: 

 

 
𝑃{𝑌𝑛+1 = 𝑗 | 𝑌𝑛−1 = 𝑖𝑛−1, … , 𝑌1 = 𝑖1, 𝑌0 = 𝑖0} = 𝑷𝒊𝒋  (6) 

 

For every state 𝒊𝟎, 𝒊𝟏, … , 𝒊𝒏−𝟏, 𝒊𝒏, 𝒋 and 𝒏 ≥ 𝟎. This process is called a Markov chain, where the current event 

𝒀𝒏 determines the probability of the next event 𝒀𝐧+𝟏. The value 𝑷𝐢𝐣 represents the probability of transitioning 

from state 𝒊 to state 𝒋. The probability is positive, and the transition process moves to a specific state, resulting 

in the following equation: 

 

 
𝑷𝒊𝒋 ≥ 0, 𝑖, 𝑗 ≥ 0; ∑ 𝑷𝒊𝒋

∞

𝑗=0

= 1, 𝑖 = 1,2, … (7) 

 

Suppose 𝑷 is the matrix of one-step transition probabilities, denoted as 𝑷𝒊𝒋, then: 
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𝑷 = [

𝑃11

𝑃21

⋮

𝑃12 … 𝑃1𝑛

𝑃22 … 𝑃2𝑛

⋮ ⋮ ⋮
𝑃𝑛1 𝑃𝑛2 … 𝑃𝑛𝑛

]. (8) 

 

2.4 Automatic Clustering Fuzzy Time Series Markov Chain 

Automatic clustering fuzzy time series Markov chain is an extension of the fuzzy time series method 

that determines intervals using automatic clustering algorithms and incorporates Markov chains during the 

defuzzification process. The addition of Markov chains aims to generate the highest probabilities using 

transition probability matrices, thereby enhancing the accuracy of forecasting results. The steps for applying 

the automatic clustering fuzzy time series Markov chain method are as follows [12], [15]: 

a. Apply the automatic clustering algorithm to form intervals.  

b. Arrange the data sequence starting from the smallest value to the largest value, and defining the 

universe of discourse 𝑼 = [𝒀𝒎𝒊𝒏, 𝒀𝒎𝒂𝒙] based on the available time series data. 

c. Defining fuzzy sets to obtain membership values for each fuzzy set from time series data using 

Equation (1). 

d. Fuzzifying the existing time series data into fuzzy sets (linguistic variables). If a time series data 

point falls within the interval 𝒖𝒊, it will be fuzzified into the fuzzy set 𝑨𝒊. 

e. Forming fuzzy logical relationships (FLR) and fuzzy logical relationship groups (FLRG) based on 

the results of fuzzification. Assuming that the fuzzified data at a time 𝒕 and 𝒕 + 𝟏 are denoted as 

𝑨𝒊 and 𝑨𝒋, respectively, the FLR ‘𝑨𝒊 → 𝑨𝒋’ is formed, where 𝑨𝒊 represents the current state time 

series data and 𝑨𝒋 represents the subsequent state time series data. The resulting FLR are then used 

to create FLRG by including FLR that share the same current state (left-hand side) within the same 

FLRG. 

f. Constructing the Markov transition probability matrix based on FLRG. Assume that the Markov 

probability matrix is of dimension 𝒑 × 𝒑, where 𝒑 represents the number of fuzzy sets. The 

transition probability values are calculated using the following formula: 

 

 
𝑷𝒊𝒋 =

𝑟𝑖𝑗

𝑟𝑖
 (9) 

 

with 𝑷𝒊𝒋 denoted transition probability from state 𝑨𝒊 to 𝑨𝒋, 𝒓𝒊𝒋 denoted the number of transitions 

from state 𝑨𝒊 to 𝑨𝒋, 𝒓𝒊 denoted the number of data points in 𝑨𝒊. 

g. Defuzzification of data based on FLR, FLRG, and the Markov transition probability matrix results 

in an initial forecast value. The initial forecast value is determined according to the following rules: 

Rule 1: If FLRG 𝑨𝒊 is an empty set (𝑨𝒊 → Ø) for the data at time t, then the forecasted value �̂�𝒕 is 

taken from 𝒎𝒊(𝒕) which represents the midpoint value of interval 𝒖𝒊. 

Rule 2: If FLRG 𝑨𝒊 represents a one-to-one mapping (𝑨𝒊 → 𝑨𝒋, where 𝑷𝒊𝒌 = 𝟎 and 𝑷𝒊𝒌 = 𝟏, 𝒌 ≠

𝒋)), then the forecasted value �̂�𝒕 is taken from 𝒎𝒋, which corresponds to the median of interval 𝒖𝒊, 

using the following equation: 

 

 
�̂�𝑡 = 𝑚𝑗𝑃𝑖𝑗 = 𝑚𝑗 (10) 

 

Rule 3: If FLRG 𝑨𝒊 represents a one-to-many mapping (𝑨𝒌 → 𝑨𝟏, 𝑨𝟐, … , 𝑨𝒏, 𝒌 = 𝟏, 𝟐, , … , 𝒏), 

assuming that the data set (𝒀𝒕−𝟏) at time (𝒕 − 𝟏) belongs to state 𝑨𝒌, the forecasted value �̂�𝒕 is 

formulated as follows: 



BAREKENG: J. Math. & App., vol. 19(2), pp. 1237- 1248, June, 2025.     1243 

 

 �̂�𝑡 = 𝑚1𝑃𝑘1 + 𝑚2𝑃𝑘2 + ⋯ + 𝑚𝑘−1𝑃𝑘(𝑘−1)+𝑌(𝑡−1)𝑃𝑘 + 𝑚𝑘+1𝑃𝑘(𝑘+1) + ⋯

+ 𝑚𝑛𝑃𝑛 
  (11) 

 

Given that 𝒎𝟏, 𝒎𝟐, … , 𝒎𝒌−𝟏, 𝒎𝒌+𝟏, … , 𝒎𝒏 are the medians of 𝒖𝟏, 𝒖𝟐, … , 𝒖𝒌−𝟏, 𝒖𝒌+𝟏, … , 𝒖𝒏, we 

substitute 𝒎𝒌 into 𝒀𝒕−𝟏 to obtain information from state 𝑨𝒌 at time (𝒕 − 𝟏). 

h. Calculating adjustment values is done to minimize forecast errors. The calculation is based on the 

following rules: 

Rule 1: Let’s assume that state 𝑨𝒊 is related to state 𝑨𝒋. Starting from state 𝑨𝒊 at time 𝒕 − 𝟏, where 

�̂�(𝒕−𝟏) = 𝑨𝒊, a transition occurs to state 𝑨𝒋 at time 𝒕. As a result, the adjustment value 𝑫𝒕 is 

calculated using the following equation: 

 

 
𝐷𝑡1 = ±

1

2
 (12) 

 

with 𝒍 represents the length of the interval. 

Rule 2: Let’s assume that state 𝑨𝒊 occurs at time 𝒕 − 𝟏, where �̂�(𝒕−𝟏) = 𝑨𝒊. Then, a forward 

transition to state 𝑨𝒊+𝒔 occurs at time 𝒕, resulting in the calculation of the adjustment value 𝑫𝒕 as 

following equation: 

 

 
𝐷𝑡1 = ± (

𝑙

2
) 𝑠 (13) 

 

where s represents the number of transition movements. 

i. Calculating the final forecast value, we use the following equation: 

 

 
�̂�′𝑡 = �̂�𝑡 + 𝐷𝑡1 + 𝐷𝑡2 = �̂�𝑡 ± (

𝑙

2
) ± (

𝑙

2
) 𝑣 

  

(14) 

2.5 Evaluation of Forecast Accuracy 

Evaluation of forecast accuracy uses the mean absolute percentage error (MAPE) value. The MAPE 

value is calculated based on the following equation [19], [22]: 

 

 
𝑀𝐴𝑃𝐸 =

1

𝑛
∑ |

(𝑌𝑡 − �̂�′𝑡) 

(𝑌𝑡) 
|

𝑛

𝑡=1

× 100%  (15) 

 

where 𝑛 represents the number of periods, 𝑌𝑡 represents the original data for period 𝑡, and �̂�′𝑡 represents the 

final forecasted value. The MAPE values are categorized into four criteria, as shown in Table 2. 

Table 2. The Criteria for the MAPE Value 

MAPE Values Criteria 

<10% Very Good (Highly Accurate) 

>10% - 20% Good (Accurate) 

>20% - 50% Fairly Good (Moderately Accurate) 

>50% Not Good (Inaccurate) 
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3. RESULTS AND DISCUSSION 

The historical data for global nickel futures closing prices within the time range from January 2009 to 

May 2024 reveals that the highest recorded price occurred in March 2022 at US$ 32,107, while the lowest 

price was observed in May 2016 at US$ 8,435. The average price range for global nickel stands at US$ 

16,577.14. The visualization of the global nickel price plot from January 2009 to May 2024 is shown in 

Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. The Time Series Plot of the Global Nickel Price from January 2009 to May 2024 

The time series plot of global nickel prices in Figure 1 reveals a pattern that changes over time. These 

fluctuations are influenced by several factors, such as market demand and supply, commodity availability, 

exchange rate variations, and the global economic and political situation [23]. These changes indicate 

significant price movements characterized by fluctuations. Notably, the highest spike occurred from February 

to March 2022, with an increase of US$ 7,825, while the steepest decline happened from May to June 2022, 

resulting in a decrease of US$ 5,694. Based on the results of the analysis, the automatic clustering fuzzy time 

series Markov chain method is suitable for forecasting global nickel prices.  

3.1 Automatic Clustering 

The application of automatic clustering begins by sorting numerical data from the smallest value to the 

largest. Table 3 shows the result of sorting the monthly closing prices of global nickel from January 2009 to 

May 2024 in ascending order. 

Table 3. The Data is Sorted from Smallest to Largest 

No Data No Data No Data 

1 8,435 4 8,620 7 8,970 

2 8,490 5 8,820 ⋮ ⋮ 
3 8,520 6 8,900 180 32,107 

Based on the sorted data, the next step is to find the value of average_diff using Equation (4). 

According to Equation (4), the calculated average_diff is 132.25. The sorted data along with 

this average_diff value is then used to form clusters. 

The formation of clusters begins by designating the first data point (the smallest) as the current cluster. 

Referring to the value of average_diff, determine whether the next data point will be included in the current 

cluster or if a new cluster should be formed, following the principles outlined in steps 1, 2, and 3. In principle 

3, additional criteria are based on the cluster_diff value, which is calculated using Equation (5) and varies 

for each cluster. The results of cluster formation are presented in Table 4. 
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Table 4. Clusters Result and Their Constituent Members 

Cluster Members Cluster Members Cluster Members 

1 

8,435 

2 

8,820 
 

9,445 

8,490 8,900 9,450 

8,520 8,970 ⋮ ⋮ 
8,620 3 9,390 98 32,107 

Based on the obtained clusters in Table 4, the next step involves adjusting the cluster members 

according to the principles outlined in steps 1, 2, and 3. The adjusted cluster assignments are shown in Table 

5. 

Table 5. Results of Cluster Member Adjustments 

Cluster Members Cluster Members Cluster Members 

1 
8,435 

3 
9,390 

⋮ ⋮ 
8,620 9,450 

2 
8,820 

4 
9,765 

98 
31,974.75 

8,970 9,800 32,107 

The next step is to form intervals based on adjustment clusters. The intervals that are formed are shown 

in Table 6. 

Table 6. Interval 

Interval 

u1 = [8,435 ; 8,620) 

u2 = [8,620 ; 8,820) 

u3 = [8,820 ; 8,970) 

⋮ 
u155 = [31,974.75 ; 32,107] 

The formed intervals are then divided into p sub-intervals. In this study, the value of p used is 1, so the 

value of the sub-interval is the same as the interval. These intervals are then calculated for their length and 

midpoints. The results of the length and midpoint calculations of the intervals are shown in Table 7. 

Table 7. Intervals, Interval Lengths, and Interval Midpoints 

Intervals Interval lengths Interval midpoints 

u1 = [8,435 ; 8,620) 185 8,527.5 

u2 = [8,620 ; 8,820) 200 8,720 

u3 = [8,820 ; 8,970) 150 8,895 

⋮ ⋮ ⋮ 
u155 = [31,974.75 ; 32,107] 132.25 32,040.87 

3.2 Fuzzy Time Series Markov Chain 

The initial step in applying the fuzzy time series Markov chain to forecasting global nickel futures is 

to form the universal set U = [Ymin, Ymax]. Based on the available data, the universal set U = [8,435 ; 32,107] 

is obtained. 

The next step is to define the fuzzy sets 𝑨𝒊. The intervals obtained in the previous step are used to form 

fuzzy sets (linguistic variables), with 155 intervals, resulting in 155 fuzzy sets. According to Equation (1), 

the membership values of the fuzzy sets range from 0, 0.5, and 1. Below are the equations of the formed 

fuzzy sets. 

A1 = 
1

𝑢1
+ 

0.5

𝑢2
+  

0

𝑢3
+ 

0

𝑢4
+  

0

𝑢5
+  ⋯ + 

0

𝑢154
+  

0

𝑢155
 

A2 = 
0.5

𝑢1
+  

1

𝑢2
+  

0.5

𝑢3
+  

0

𝑢4
+ 

0

𝑢5
+  ⋯ +  

0

𝑢154
+  

0

𝑢155
 

⋮ 

A155 = 
0

𝑢1
+  

0

𝑢2
+ 

0

𝑢3
+  

0

𝑢4
+  

0

𝑢5
+ ⋯ + 

0.5

𝑢154
+ 

1

𝑢155
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The following process is to perform fuzzification of time series data. This step aims to convert the time 

series data of global nickel prices (numeric) into fuzzy variables (linguistic) in the form of intervals. The 

results of the fuzzification of global nickel price data are shown in Table 8. 

Table 8. Fuzzification of Time Series Data 

No Period World Nickel Prices (US) Fuzzification 

1 January 2009 11,300 𝐴21 

2 February 2009 9,925 𝐴8 

3 March 2009 9,800 𝐴7 

⋮ ⋮ ⋮ ⋮ 
185 May 2024 19,642 𝐴101 

The fuzzification results are then used to form FLR, which are fuzzy sets representing the relationship 

between each data point 𝒕 and 𝒕 + 𝟏 (time 𝒕 → time 𝒕 + 𝟏). The FLR obtained from the global nickel price 

data from January 2009 to May 2024 are shown in Table 9. 

Table 9. Fuzzy Logic Relationship (FLR) 

No Period FLR 

1 January 2009 → February 2009 𝐴21 → 𝐴8 

2 February 2009 → March 2009 𝐴8 → 𝐴7 

3 March 2009 → April 2009 𝐴7 → 𝐴24 

⋮ ⋮ ⋮ 

184 April 2024 → May 2024 𝐴97 → 𝐴101 

The formed FLR are then grouped into FLRG, where each FLR with a similar current state (left-hand 

side) is combined into the same FLRG. The results of the FLRG grouping are shown in Table 10. 

Table 10. Fuzzy Logic Relationship Group (FLRG) 

No FLR FLRG 

1 𝐴1 𝐴1, 𝐴1, 𝐴5, 𝐴5 

2 𝐴2 𝐴1 

3 𝐴3 𝐴2, 𝐴4  

⋮ ⋮ ⋮ 

155 𝐴155 𝐴153 

The next step is to form the Markov transition probability matrix. The Markov transition shows the 

interrelation between states (fuzzy sets). The values of the Markov transition probability matrix depend on 

the FLRG obtained from the previous step. The resulting matrix has an order of 𝟏𝟓𝟓 ×  𝟏𝟓𝟓 according to 

the number of fuzzy sets and is calculated using Equation (9). Below are the results of the Markov transition 

probability matrix. 

P = [

1/2 0
1     0

⋯ 0
⋯ 0

⋮     ⋮
0     0

⋱ ⋮
⋯ 0

] 

Calculating the initial forecast values is based on FLR, FLRG, and the Markov transition probability 

matrix, which are subsequently calculated using Equation (10) and Equation (11). Forecasting data at time 

t is based on data at time 𝒕 − 𝟏, so January 2009 data (t) cannot be forecasted as there is no t-1 data. For 

example, the February 2009 data have FLR 𝑨𝟐𝟏→ 𝑨𝟖 and FLRG 𝑨𝟐𝟏→ 𝑨𝟖, 𝑨𝟏𝟎. The initial forecast value 

is calculated as: 

�̂�𝟐 = 𝒎𝟖𝑷𝟐𝟏/𝟖 + 𝒎𝟏𝟎𝑷𝟐𝟏/𝟏𝟎 = (𝟗, 𝟖𝟔𝟐. 𝟓) (
𝟏

𝟐
) + 𝟗, 𝟗𝟖𝟕. 𝟓 (

𝟏

𝟐
) = 𝟗, 𝟗𝟐𝟓 

The obtained initial forecast values are shown in Table 11. 
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Table 11. Initial Forecast Values 

No. Period Actual Data Initial forecast values 

1 January 2009 11,300 * 

2 February 2009 9,925 9,925 

3 March 2009  9,800 9,782.5 

⋮ ⋮ ⋮ ⋮ 
184 April 2024 19,642 19,608.5 

The automatic clustering fuzzy time series Markov chain method has steps for forecast adjustment to 

minimize errors from the initial forecast values. The calculations are done using Equation (12) and Equation 

(13), resulting in the outcomes shown in Table 12. 

Table 12. Adjusted Forecast Values 

No. Current State Next State Adjusted forecast values 

1 * 21 * 

2 21 8 -697.4286 

3 8 7 0 

⋮ ⋮ ⋮ ⋮ 
185 97 101 0 

The next step is to calculate the final forecast results based on the initial forecast values and the adjusted 

forecast values. The calculation is based on Equation (14) and yields the final forecast results, as shown in 

Table 13. 

Table 13. Final Forecast Values 

No Period Actual Data 
Initial forecast 

values 

Adjusted 

forecast values 

Final forecast 

values 

1 January 2009 11,300 * * * 

2 February 2009 9,925 9,925 -697.4286 9,228.57 

3 March 2009  9,800 9,782.5 0 9,782.5 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
184 April 2024 19,642 19,608.5 0 19,608.5 

 

3.3 Evaluation of Forecast Accuracy 

The forecast results for global nickel prices using the automatic clustering fuzzy time series Markov 

chain method are then visualized and compared with the actual data. The plot comparing actual data, initial 

forecasts, and final forecasts is shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Plot of Actual Data, Initial Forecasts, and Final Forecasts 
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Figure 2 shows that the forecast results for global nickel prices using the automatic clustering fuzzy 

time series Markov chain method, both initial and final forecasts, have values close to and patterns that follow 

the actual data. The accuracy evaluation of global nickel price forecasts using the automatic clustering fuzzy 

time series Markov chain method is calculated based on the MAPE value using Equation (15). The obtained 

MAPE values are shown in Table 14. 

Table 14. Evaluation of Forecast Accuracy 

forecast values MAPE 

Initial forecast values 2.55% 

Final forecast values 1.76% 

The analysis results show that all obtained MAPE values are less than 10%, indicating that the 

automatic clustering fuzzy time series Markov chain method accurately forecasts global nickel prices. The 

initial forecast was calculated using FLR, FLRG, and the Markov transition probability matrix, resulting in a 

MAPE of 2.55% (accuracy 97.45%). The final forecast was obtained from a combination of initial and 

adjustment values (number of state transitions) to achieve more accurate predictions. The final estimates 

show the smallest MAPE value, 1.76% (accuracy 98.24%), indicating that three-stage defuzzification with 

adjustment values can enhance forecasting accuracy. Forecast the global nickel price for the next period, i.e., 

June 2024 (t), where the fuzzification in May 2024 (t-1) is at 𝐴101 which has no transition (𝐴101 → Ø). Thus, 

the calculation of the global nickel price forecast for June 2024 (𝑡) is Ŷ′(186) = 𝑚101 = 19,608.5. 

4. CONCLUSIONS 

The global nickel futures market from January 2009 to May 2024 shows dynamic patterns influenced 

by market forces, commodity availability, exchange rates, and global economic and political conditions. 

Implementing the automatic clustering fuzzy time series Markov chain method forecasts global nickel prices 

effectively. Automatic clustering enhances the model's ability to detect patterns within the data, resulting in 

more precise and accurate forecasts. At the same time, the Markov chain effectively handles the uncertainty 

and probabilistic nature of time series data. This effectiveness is demonstrated by a prediction error based on 

a MAPE value of 1.76%, indicating a prediction accuracy of 98.24%. Therefore, this method is highly suitable 

for forecasting global nickel prices. The forecasted global nickel price for June 2024 using the automatic 

clustering fuzzy time series Markov chain method is US$ 19,608.5. 
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