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ABSTRACT 

Article History: The cryptocurrency market is experiencing rapid growth in the world. The high fluctuation 

and volatility of cryptocurrency prices and the complexity of non-linear relationships in 

data patterns attract investors and researchers who want to develop accurate 

cryptocurrency price forecasting models. This research aims to build a cryptocurrency 

forecasting model with a machine learning-based time series approach using the gated 

recurrent units (GRU) algorithm. The dataset used is historical Bitcoin closing price data 

from January 1, 2017, to July 31, 2024. Based on the gap in previous research, the selected 

model is only based on the accuracy value. In this study, the chosen model must fulfill two 

criteria: the best-fitting model based on the learning curve diagnosis and the model with 

the best accuracy value. The selected model is used to forecast the test data. Model 

selection with these two criteria has resulted in high accuracy in model performance. This 

research was highly accurate for all tested models with MAPE < 10%. The GRU 30-50 

model is best tested with MAE = 867.2598, RMSE = 1330.427, and MAPE = 1.95%. 

Applying the sliding window technique makes the model accurate and fast in learning the 

pattern of time series data, resulting in a best-fitting model based on the learning curve 

diagnosis. 
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1. INTRODUCTION 

One of the currency innovations that is currently trending is the presence of cryptocurrency as a digital 

currency that can be used as a means of payment in addition to conventional currencies [1]. Cryptocurrency 

is a digital currency obtained from code called blockchain, whose security is guaranteed by cryptography and 

built on a blockchain that will ensure the security of online transactions. This currency is flexible, transparent, 

fast, and the transactions are done virtually or over the Internet [2]. In recent years, cryptocurrency has 

become an increasingly popular investment option among investors due to its properties and high returns [3], 

[4]. 

Bitcoin is the most popular type of cryptocurrency, introduced by Satoshi Nakamoto in 2009 [5]. The 

drastic price fluctuations of Bitcoin have led to many being interested in investing in Bitcoin [6]. Crypto 

investments present unique challenges and risks to investors due to fluctuations, high volatility, and 

regulatory risks [7]. Uncertainty factors influence the value of the increase and decrease in the price of 

Bitcoin, so a method is needed to predict future prices to maximize profits in investing [8]. Methods that can 

estimate the volatility of cryptocurrencies are essential [9]. Traditional methods have been used to predict the 

price of Bitcoin, but these methods have problems achieving high accuracy due to heteroscedasticity and 

nonlinear data characteristics. In recent years, machine learning (ML) has attracted increasing popularity in 

modern financial applications, and the rapid development of ML can make classifiers more powerful for 

solving nonlinear problems [10], [11]. 

Recently, with the increasing use of artificial intelligence in many fields, the application of such models 

has expanded to research in financial markets, particularly stock and cryptocurrency markets [12]. Traditional 

time series analysis is often less effective in modeling the complex trends and high volatility associated with 

cryptocurrencies. Hence, these models fail classical assumptions such as residual normality, and residual 

variance is constant (homoscedasticity) [13]. Therefore, more sophisticated approaches, such as ML, can 

provide better solutions for predicting future cryptocurrency price movements [14]. 

Forecasting time series data is forecasting events or values that will be obtained in the future based on 

previous data. Time series data is displayed based on time with the characteristics of time series data. One 

ML-based time series forecasting method is recurrent neural networks (RNNs). The RNNs are an artificial 

neural network (ANN) that processes sequential data. The RNNs can store memory of previous information 

in time series data. As the size and complexity of circuits increase, issues such as exploding or missing 

gradients and computational inefficiency have added complexity to RNN algorithms. Long short-term 

memory (LSTM) was introduced by Hochreiter and Schmidhuber (1997) as a solution to the missing gradient 

problem [15]. The LSTM has memory cells that effectively act as long-term memory storage while being 

able to update information [16], [17]. The GRU is a simpler variation of LSTMs, and both have a similar 

design developed by Cho et al. (2014) [18]. 

Cryptocurrency forecasting research conducted by Rizkilloh and Widiyanesti (2022), aims to forecast 

prices in the cryptocurrency market using the LSTM algorithm. This research data is sourced from the Yahoo 

Finance site using the Pandas Data reader library through Google Collaboratory. The results of this study 

show that the best prediction performance is obtained on the type of DOGE coin with the number of Epoch 

20 and an RMSE value of 0.0630 [19]. Research by Maliki et al. (2023) predicts the price of Bitcoin 

cryptocurrency against the rupiah currency using the LSTM algorithm with several processes, namely pre-

processing, normalization, LSTM algorithm training, and regression matrix evaluation using mean square 

error (MSE). The results of this study show that the LSTM algorithm can predict Bitcoin price movements 

by obtaining an MSE of 0.00374 [20]. Research conducted by Wang et al. (2023), applied ML techniques to 

forecast cryptocurrency volatility using internal determinants and compared the forecast performance of ML 

techniques with traditional GARCH volatility models, and explored the determinants of volatility forecasts. 

Empirical results show that ML techniques outperform traditional methods in forecasting cryptocurrency 

volatility, with Artificial Bee Colony-LSTM showing the best prediction performance. Random forest and 

LSTM methods significantly outperform traditional volatility models such as GARCH [21]. 

Several studies have demonstrated the reliability of the GRU algorithm for forecasting. Research by 

Bouteska et al. (2024) where large fluctuations in nonstationary cryptocurrency prices motivated the urgent 

need for accurate forecasting models. The results of this study revealed that the GRU, RNNs, and LightGBM 

methods outperformed the naive buy-and-hold and random walk strategies [22]. Likewise, Arun Kumar et al. 

(2022) have conducted research by comparing the performance of ANN models (GRU and LSTM) with 

statistical techniques (ARIMA and SARIMA) to forecast COVID-19 trends. The result is that the LSTM and 
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GRU models outperform the ARIMA and SARIMA models [23]. Viéitez et al. (2024) have aimed to test the 

validity of applying ML techniques to data derived from a highly volatile market. As a result, ANN 

approaches, in particular LSTM and GRU, predicted the price and trend of the cryptocurrency, Ethereum, 

with good precision [24]. Likewise, the research of Jaquart et al. (2022) used and analyzed various ML models 

for daily cryptocurrency market prediction and trading. The results show that the LSTM and GRU models 

are dominant. LSTM and GRU ensemble model predictions will be used for long-short portfolio strategies 

[25]. 

The gap between this research and previous research is that the best model selection is generally only 

based on the model's accuracy, without diagnosing whether the model has been able to read the learning data 

pattern accurately. The novelty of this research is that the observation of the learning process is based on the 

learning curve (LC). The model is evaluated based on the LC performance, which shows how well the model 

learns. If the diagnosis of the LC is still under-fitting, over-fitting, or not optimal, hyperparameter settings 

are made until the best-fitting model is achieved. Motivated by this research gap, this study aims to build an 

ML-based time series forecasting model with the best accuracy value from several model architectures tested. 

It is a best-fitting model that can read the training data pattern well. This model will forecast cryptocurrency 

prices for the following seven periods. The framework includes data preprocessing, splitting, setting 

hyperparameters to build the GRU model architecture, training, LC diagnosis, model testing, accuracy, and 

forecasting for the following seven periods. This research provides new insights for investors, governments, 

and researchers and a tool to minimize investment risk  [26]. 

2. RESEARCH METHODS 

2.1 Dataset 

Daily cryptocurrency time series data is obtained from https://finance.yahoo.com. The most popular 

cryptocurrency chosen is BTC/USD. Data is obtained from January 1, 2017, to July 31, 2024, with 2769 

observations. 

2.2 Min-Max Normalization 

Min-max normalization of data is used to scale the data to the interval [0,1]. This is generally useful to 

ease the computation of ML algorithms. Min-max normalization is written as Equation (1) [27]:  

 

𝑥"𝑚𝑖𝑛−𝑚𝑎𝑥 =
𝑥 −min(𝑥)

𝑚𝑎𝑥(𝑥) − min(𝑥)
 (1) 

 

where, 𝑥 : the original price, 𝑚𝑖𝑛(𝑥) : the minimum value in the data set, 𝑚𝑎𝑥(𝑥) : the maximum value in 

the data set, and 𝑥"𝑚𝑖𝑛−𝑚𝑎𝑥 : the scale of the data. 

2.3 Gated Recurrent Units 

The gated recurrent units (GRU) is another effective alternative to the vanishing or exploding gradient 

problem in RNNs. The GRU has only one the hidden state (ℎ𝑡), therefore the GRU architecture is simpler 

than LSTM. The GRU has a special mechanism to determine ℎ𝑡 must be updated and ℎ𝑡 must be reset. The 

cell diagram of GRU with reset gate and update gate is shown in Figure 1 [28], [29]. 
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Figure 1. The GRU Architecture 

Illustration of the GRU process is shown in Figure 1, The following are the steps of the GRU algorithm 

used in this research: 

a) Forward Pass 

For each timestep 𝑡. 

1. Calculate the reset gate (𝑟𝑡), mathematically the reset gate is written as Equation (2) [30] 

 

𝑟𝑡 = 𝜎(𝑤𝑟𝑥𝑡 + 𝑈𝑟ℎ𝑡−1 + 𝑏𝑟), (2) 

 

where 𝑟𝑡 : the reset gate, 𝑊𝑟 , 𝑈𝑟 : parameter weights matrix, 𝑥𝑡 : the input vector,ℎ𝑡−1 : the 

previous hidden state, 𝑏𝑟 : the bias, 𝜎 : the sigmoid activation function. 

2. Calculate the update gate (𝑧𝑡), the update gate is written 

 

𝑧𝑡 = 𝜎(𝑤𝑧𝑥𝑡 + 𝑈𝑧ℎ𝑡−1 + 𝑏𝑧), (3) 

 

where 𝑧𝑡 : the update gate, 𝑊𝑧 , 𝑈𝑧 : parameter weights matrix, 𝑥𝑡 : the input vector,ℎ𝑡−1 : 

the previous hidden state, 𝑏𝑧 : the bias, 𝜎 : the sigmoid activation function. 

3. Calculate the hidden state candidate (ℎ̃𝑡), the hidden state candidate is written 

 

ℎ̃𝑡 = 𝜑(𝑊ℎ𝑥𝑡 + 𝑈ℎ[𝑟𝑡 ⊙ℎ𝑡−1] + 𝑏ℎ), (4) 

 

where ℎ̃𝑡 : the candidate hidden state, 𝑊ℎ, 𝑈ℎ : parameter weights matrix, 𝑥𝑡 : the input 

vector,ℎ𝑡−1 : the previous hidden state, 𝑏ℎ : the bias, φ : the hyperbolic tangent activation 

function, operator ⊙ : the Hadamard product. 

4. Calculate the hidden state (ℎ𝑡) , and the hidden state is written 

 

ℎ𝑡 = (1 − 𝑧𝑡)⊙ ℎ𝑡−1 + 𝑧𝑡 ⊙ ℎ̃𝑡), (5) 

 

where ℎ𝑡 : the hidden state, 𝑧𝑡 : the update gate,ℎ𝑡−1 : the previous hidden state, ℎ̃𝑡 : the 

candidate hidden state, and operator ⊙ : the Hadamard product. 

b) Backpropagation and Optimization. 

1. Calculate the loss using the MSE function. 

2. Perform backpropagation. 
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3. Update the weights using the Adam or RMSprop optimization algorithm. 

c) Prediction. 

1. Model input data is test data. 

2. Generate predictions for each timestep. 

3. Un-normalization of data. 

4. Calculate accuracy. 

The GRU is designed to overcome the vanishing gradient problem in the RNNs so it can handle long 

data sets better. The GRU has a more straightforward structure than the LSTM because it only uses a reset 

gate and update gate, unlike the LSTM, which has an input gate, output gate, and forget gate. This simple 

structure makes the GRU faster in the training and prediction process, so the GRU requires lower computation 

time and is more memory efficient. 

2.4 Model Accuracy 

Model performance evaluation is used to determine how good the model output is, using the mean 

absolute error (MAE), root mean squared error (RMSE), and the mean absolute percentage error (MAPE) 

[31]. Forecasting error is the difference between actual and forecast, written as Equation (6): 

 

𝑒𝑡 = 𝑌𝑡 − �̂�𝑡 , (6) 

 

where 𝑒𝑡 : the forecasting error at time 𝑡, 𝑛 : the amount of data, 𝑌𝑡 : the actual data of time 𝑡, and �̂�𝑡 : the 

result of forecasting time 𝑡. 

MAE is the average absolute difference between the actual value and the forecasting value. MAE is 

written as Equation (7): 
 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑒𝑡|

𝑛

𝑡=1

, (7) 

 

where MAE: mean absolute error value, 𝑛: the amount of data. 

RMSE calculates the average of the squared difference between the actual value and the predicted 

value; then the square root is taken. RMSE is written as Equation (8) [32]. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑𝑒𝑡

2

𝑛

𝑡=1

, (8) 

 

where 𝑅𝑀𝑆𝐸 : root mean squared error value, 𝑛 : the amount of data. 

The accuracy measure of forecasting used in addition to MAE and RMSE is MAPE which is written 

as Equation (9) [33]. 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑|

𝑒𝑡
𝑌𝑡
|

𝑛

𝑡=1

, (9) 

where 𝑀𝐴𝑃𝐸 : mean absolute percentage error value, 𝑒𝑡 : the forecasting error at time 𝑡, 𝑛 : the amount of 

data, and 𝑌𝑡 : the actual data of time 𝑡.  
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The assessment of forecasting accuracy is, if MAPE ≤ 0.1 then the assessment is highly accurate, if 0.1 

≤ MAPE ≤ 0.2 then the assessment is a good forecast, if 0.2 < MAPE ≤ 0.5 then the assessment is a reasonable 

forecast, and if MAPE > 0.5 then the assessment is an inaccurate forecast [34]. 

2.5 Methodology 

This research uses RStudio software for the computational process. Figure 2 shows the methodology 

of this research. 

 
Figure 2. Methodology 

 

Figure 2 shows the stages of the research methodology. In this study, RStudio software is used for 

computational calculations. The cryptocurrency forecasting model using a machine learning-based GRU 

algorithm is built using high-level neural network APIs such as ‘Keras’ and ‘TensorFlow.’ These Keras and 

TensorFlow packages are available in RStudio software. 

The first step of this research is to download the dataset from the website https://finance.yahoo.com. 

Next is data pre-processing. Data min-max normalization is performed using Equation (1). at this stage. 

Next, the data is divided by 80% for training and 20% for test data. Hyperparameter values are set to build 

the model architecture. Using Keras and TensorFlow functions, the model architecture is built. In the learning 

stage, the built model learns the pattern of the learning data. The results of this learning are displayed in the 

form of the LC. A good model is a best-fitting model based on the LC. Hyperparameter settings will be 

performed until the best-fitting model is obtained. The best-fitting model is selected based on the accuracy 

value. The best-fitting model with the best accuracy value forecasts the test data. Un-normalization is 

performed to restore the data into integer numbers to calculate model accuracy. Model performance 

evaluation is used to determine how sound the model output is. The best-fitting and best model based on 
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model accuracy is used to forecast the Bitcoin price seven periods ahead. Finally, analyses are conducted to 

conclude. 

3. RESULTS AND DISCUSSION 

Data pre-processing is the initial stage of preparing data and eliminating some problems that can 

interfere with data processing, such as missing data and inappropriate data formats. Min-max normalization 

is done by scaling the data values between the range [0,1] because ML algorithms work well on data with a 

small and standard scale. 

The sliding window (SW) technique is used to derive patterns in time series data, which is commonly 

used in ML algorithms while reducing the complexity of the algorithms used. Table 1, presents the 

conversion of training data to the SW matrix with 𝑘 = 10. 

Table 1. Conversion of Training Data to SW Matrix With k = 10  

Timestep 

(t) 

Observation Variable / Input (X) Output (y) 

𝑿𝒕+𝒌 𝑿𝒕 𝑿𝒕+𝟏 𝑿𝒕+𝟐 𝑿𝒕+𝟑 𝑿𝒕+𝟒 𝑿𝒕+𝟓 … 𝑿𝒕+𝟗 

1 998.33 1021.75 1043.84 1154.73 1013.38 902.20 … 907.68 777.76 

2 1021.75 1043.84 1154.73 1013.38 902.20 908.59 … 777.76 804.83 

3 1043.84 1154.73 1013.38 902.20 908.59 911.20 … 804.83 823.98 

4 1154.73 1013.38 902.20 908.59 911.20 902.83 … 823.98 818.41 

5 1013.38 902.20 908.59 911.20 902.83 907.68 … 818.41 821.80 

6 902.20 908.59 911.20 902.83 907.68 777.76 … 821.80 831.53 

7 908.59 911.20 902.83 907.68 777.76 804.83 … 831.53 907.94 

8 911.20 902.83 907.68 777.76 804.83 823.98 … 907.94 886.62 

9 902.83 907.68 777.76 804.83 823.98 818.41 … 886.62 899.07 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

2205 20976.30 20976.30 20976.30 20976.30 20976.30 20976.30 … 20976.30 22636.47 

Table 1, shows the conversion of training data using the SW technique. The SW technique shifts the 

window by the window length (𝑘), and the window containing data of length k is used to predict the next 

value. The time series data is converted into pairs of inputs (𝑋) and outputs (𝑦). Each input (𝑋) is the data 

in a window of length 𝑘, and the output (𝑦) is the next value. The aim is to speed up capturing the time 

pattern in the data when the model learns the relationship of the variable with the previous time variable. In 

addition, this technique increases the amount of training data. For 𝑘 = 10, it means that the previous 10-time 

values will be used to predict the 11th-time value. For timestep = 1 data 𝑋1 − 𝑋10, with variable values 

[998.33, 1021.75, 1154.73, ..., 907.68] as input and output is 𝑋11 = 777.76. For timestep = 2 data 𝑋2 − 𝑋12, 

with variable values [1021.75, 1043.84, 1154.73, ..., 777.76] are input data, and the output is 𝑋12 = 804.83. 

This process will stop if 𝑡𝑖𝑚𝑒𝑠𝑡𝑒𝑝 = 𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑑𝑎𝑡𝑎 − 𝑘. The GRU model is trained using input (𝑋) and 

output (𝑦) pairs. This SW technique can improve model accuracy, as the model is trained by shifting one 

data block [35].  

The data that has been converted into an SW matrix will be min-max normalized into numbers with 

interval [0,1]. In building an ML-based sequence forecasting model with a hard library, the input data is 

converted into an array reshape (sample-batch-size, window-size, target). Sample-batch-size is the number 

of data samples partitioned (n) based on the window size (k), and the target is the value that will be used as 

the output reference, in this case, 𝑡𝑎𝑟𝑔𝑒𝑡 = 1. This dataset is divided with a composition of 80: 20. Based 

on this composition, the number of train data samples is 2215, namely period 1 to period 2215, and the number 

of test data is 553 periods, starting from period 2216 to period 2769. So, the input frame for training data with 

k = 10 is array reshape (2205, 10, 1), and array reshapes (2185, 30, 1) for 𝑘 = 30. The input frame for test 

data for k = 10 is array reshapes (543, 10, 1), and for 𝑘 = 30 is array reshape (523, 30, 1). The parameters 

are set to obtain the optimal model architecture. The following Table 2 displays the hyperparameter settings. 

Table 2. The Hyperparameter Settings 

Parameter Value Status 

Training data 2215 Fixed 

Test data 553 Fixed 

Window size 10 and 30 Experiment 

Target 1 Fixed 
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Parameter Value Status 

ANN type GRU Fixed 

Hidden layers (HL) 1, 2 Fixed 

Units 10 and 50 Experiment 

Batch size 32 Fixed 

Validation split 0.2 Fixed 

Experiments are then conducted to find the significant model architecture that gives the best results. 

The experiment aims to get the best-fitting model architecture based on the diagnosis of the LC. The best-

fitting model that we tested with test data to obtain the model accuracy value based on MAE, RMSE, and 

MAPE. Table 3, shows the model architecture and its parameter settings. 

Table 3. Model Architecture and Parameter Settings 

Model Window 
HL 

1 2 

GRU 10-10 10 10  

GRU 10-10-10 10 10 10 

GRU 10-50 10 50  

GRU 10-50-50 10 50 50 

GRU 30-10 30 10  

GRU 30-10-10 30 10 10 

GRU 30-50 30 50  

GRU 30-50-50 30 50 50 

 

The model was evaluated, and we set the hyperparameter to improve the model's performance when 

the LC evaluation was not optimal. After repeated experiments, the hyperparameter settings were obtained to 

get the best-fitting model architecture. Figure 3 displays the LC of the four models with the best accuracy. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 3. The LC of (a) The GRU 30-50, (b) The GRU 10-50, (c) The GRU 30-50-50, (d) The GRU 30-10 Models 

Figure 3 visually displays the LC of four of the eight models tested, sorted by best accuracy. In general, 

the LC diagnosis of the tested models all resulted in best-fitting models. The decreasing training and 

validation loss values identify the LC diagnosis for the best-fitting model. It is stable with a minimal 

difference between the training and validation loss values until the end of the epoch. Based on the LC 

diagnosis, it can be concluded that the model successfully reads the time series data pattern in the training 

stage very quickly with only an 𝑒𝑝𝑜𝑐ℎ < 20. We will use this best-fitting model to forecast the test data. 

The following Table 4, displays the LC diagnosis of the model and the MAE, RMSE, and MAPE accuracy 

values obtained. 

Table 4. The Learning Curve Diagnosis and Model Accuracy 

Model 
LC 

Diagnosis 

Accuracy 

MAE RMSE MAPE 

GRU 10-10 Best-fitting 1133.803 1686.217 2.55% 

GRU 10-10-10 Best-fitting 1066.422 1490.236 2.58% 

GRU 10-50 Best-fitting 867.6518 1338.093 1.98% 

GRU 10-50-50 Best-fitting 1247.313 1699.973 2.85% 

GRU 30-10 Best-fitting 1036.075 1467.381 2.36% 

GRU 30-10-10 Best-fitting 1150.842 1557.443 2.79% 

GRU 30-50 Best-fitting 867.2598 1330.427 1.95% 

GRU 30-50-50 Best-fitting 949.8794 1417.904 2.10% 

 

Table 4 shows the results of the LC diagnosis and the accuracy of the eight models tested. The method 

used in this study is GRU. Each model is differentiated based on its parameters: window size (𝑘), number of 

HLs, and number of units/neurons. All tested models produce best-fitting models based on LC evaluation and 

are forecasting models with high accuracy based on the acquisition of MAPE < 10%.  The GRU 30-50 model 

outperformed all other candidate models with MAE = 867.2598, RMSE = 1330.427, and MAPE = 1.95%. 

Therefore, the GRU 30-50 model was selected to forecast the Bitcoin price. Figure 4, displays a graph of the 
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results of predicting training and test data and the forecast results for the following seven periods using the 

GRU 30-50 model. 

 
Figure 4. Forecasting Graphs of Training and Test Data 

Figure 4 visually shows the forecasting results of the GRU 30-50 model with training data. It can be 

seen that the model successfully reads the training data pattern well, where the forecasting value is almost 

close to the actual data value. Likewise, when this model is used to forecast the test data, The output of this 

model produces forecasting values that are close to the test data values. After getting the best performance 

and accuracy of all tested models, the GRU 30-50 model is used to forecast Bitcoin prices for the following 

seven periods. Table 5 shows the forecasting results using the GRU 30-50 model. 

Table 5. Bitcoin Price Forecasting Seven Periods Ahead 

Period Date Forecast 

1 8/1/2024 66094.04 

2 8/2/2024 65649.83 

3 8/3/2024 65227.07 

4 8/4/2024 64816.19 

5 8/5/2024 64414.34 

6 8/6/2024 64021.02 

7 8/7/2024 63636.53 

 

Furthermore, Figure 5 visualizes the output of the model, which is a short-term forecast of the Bitcoin 

price. 

 
Figure 5. Forecasting Plot of The GRU 30-50 Model 

Figure 5 shows the test data and its forecast from July 1-31, 2024, as well as the results of the Bitcoin 

price forecast for the next seven periods from August 1-7, 2024. It can be seen that the Bitcoin price will 

experience a slow decline from period 1 to period 7. This forecast result continues the downward trend in 
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Bitcoin price. The forecast for Bitcoin prices to continue to decline is in line with the trend of test data, where 

the last 30 periods of Bitcoin prices have decreased. 

4. CONCLUSIONS 

This research uses the GRU algorithm to build a cryptocurrency forecasting model with an ML-based 

time series approach. Applying the SW technique allows all models to learn time series patterns very quickly 

and accurately, as shown in Figure 3, the training process is performed with 𝑒𝑝𝑜𝑐ℎ ≤ 20 and produces best-

fitting models based on LC diagnosis while improving model performance. Table 4 shows that all of these 

best-fitting models produce high accuracy based on the acquisition of MAPE values. The model selected for 

forecasting seven days is the best-fitting model based on LC diagnosis and is the best model based on the 

accuracy value when tested with test data. This research was highly accurate for all models tested with a 

MAPE < 10%. The GRU 30-50 model is the best-tested model with MAE = 867.2598, RMSE = 1330.427, 

and MAPE = 1.95%. 
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