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ABSTRACT 

Article History: As a maritime country strategically located along the world's leading transportation 

routes, Indonesia often faces increased ship accidents. Based on the Basarnas Statistics 

Book, ship accidents handled by Basarnas from 2021 to 2023 increased by 3%. This 

condition requires an effective forecasting method to carry out SAR operations to predict 

ship accidents in the Indonesian region in the future and assess the readiness and needs 

of Basarnas resources. This study compares the forecasting results obtained using the 

Singular Spectrum Analysis (SSA) and the Local Linear methods. Both methods do not 

require parametric assumptions. The data used in this study are divided into training data 

and test data. This data is secondary data obtained from the Basarnas Statistics Book. The 

training data in this study is the number of SAR operations from January 2021 to 

December 2022, while the testing data is from January 2023 to December 2023. From the 

analysis results, it is known that the method with the smallest MAPE is the Local Linear 

method with a MAPE of test data of 18.67% (good forecasting category), optimal 

bandwidth (h) = 4.299, and CV (h) = 231.39 where bandwidth is used to determine the 

level of smoothness of the estimate, while the CV (h) value is used to select the optimal 

bandwidth that minimizes the estimation error. At the same time, the SSA method has a 

MAPE of 40.27% (fair forecasting category). This shows that the Local Linear method 

provides a more accurate forecast of the number of SAR operations related to ship 

accidents in Indonesia. This research contributes to the SDGs to make Basarnas an 

effective and accountable institution and improve the planning and decision-making 

process in SAR operations through accurate forecasting research is relevant to accurate 

forecasting. 
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1. INTRODUCTION 

As the largest archipelagic country in the world, Indonesia has a high rate of ship accidents due to its 

dense sea traffic. The Central Statistics Agency (BPS) recorded that the number of islands owned by 

Indonesia reached 17,001 (seventeen thousand one) islands spread across 34 (thirty-four) provinces in 2022 

[1]. As mandated in the 1945 Constitution of the Republic of Indonesia, the Unitary State of the Republic of 

Indonesia is responsible for protecting all Indonesian people and all of Indonesia's territory to protect their 

souls and bodies. One form of implementing state protection for its citizens is by carrying out search and 

rescue activities or what the public knows as Search and Rescue (SAR). 

According to Law Number 29 of 2014 concerning Search and Rescue, Search and Rescue is all efforts 

and activities to search for, help, rescue, and evacuate humans facing emergencies and/or dangerous situations 

in accidents, disasters, or conditions that endanger humans. Basarnas can implement search and rescue 

operations for ship and aircraft accidents, accidents with special handling, disasters at the emergency response 

stage, and/or conditions that endanger humans. Based on the Basarnas statistics book, ship accidents handled 

by Basarnas increased from 811 incidents in 2021 to 846 incidents in 2023. In addition to the limited human 

resources owned by Basarnas and other operational challenges, forecasting the number of ship accident search 

and rescue operations is needed to assist planning and decision-making in implementing search and rescue 

operations in the future period. 

Data on the number of ship accident search and rescue operations is time series data and requires an 

analysis method to produce accurate forecasts. However, the method selection depends on several aspects, 

namely time, data patterns, and the desired level of forecast accuracy. One method that is often used to analyze 

time series data is the Singular Spectrum Analysis (SSA) method. In their research, Hassani and Zigljavsky 

[2] once compared the SSA, SARIMA, ARAR, and Seasonal Holt-Winter methods by predicting accidental 

deaths in the USA in 1973 and showed that the SSA method was superior to other methods. Further research 

conducted by [3], showed that the SSA method is a forecasting method with a non-parametric approach, 

which means that this method is flexible because it is free from its parametric assumptions. 

Furthermore, the method that is often used in forecasting is the local polynomial method. Local 

polynomials have several advantages, including reducing asymptotic bias and producing reasonable estimates 

[4]. In local polynomial regression, the smoothness level of the function is determined by its bandwidth. The 

optimal bandwidth can be determined using the GCV (Generalized cross-validation) method [5]. In a study 

conducted by [6], showed that modeling using the local polynomial method produced an optimum model and 

a MAPE value of 7.47%.  

Based on previous research, Jing Wang's research [2] which combines singular spectrum analysis 

(SSA) time series techniques with multivariate forecasting parameterized autoregressive integrated moving 

average (ARIMA). The study results showed that SSA produces more accurate predictions than other 

methods. However, this study focuses on forecasting emergency ambulance demand (EAD) time series 

prediction in its non-stationary nature. His research predicts deaths in a general context, namely better EAD 

forecasting. Meanwhile, this study focuses on forecasting search and rescue (SAR) operations for ship 

accidents in Indonesia, which are more specific and directly related to the maritime context. The data used 

has a more varied time pattern and unique Indonesian maritime traffic conditions. 

In addition, previous studies are theoretical and aim to prove the superiority of SSA compared to other 

methods in general accident forecasting. At the same time, this study is oriented towards practical solutions 

to improve SAR operations by Basarnas in Indonesia. This focus aims to help make better decisions to save 

lives in maritime accident situations. In addition, it was also found that the Local Linear method has better 

results. Therefore, the author is interested in conducting a forecasting study on the number of search and 

rescue operations in ship accidents in Indonesia based on the Singular Spectrum Analysis (SSA) and the 

Local Linear Method. It is hoped that Basarnas can improve planning and decision-making in search and 

rescue operations, add literature in the field of forecasting, and increase public awareness of search and rescue 

operation trends in Indonesia. 

2. RESEARCH METHODS 

The methods used in this study are Singular Spectrum Analysis (SSA) and the local linear approach. 

The data used is secondary data obtained from the Basarnas Statistics Book. The training data is the number 
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of search and rescue operations from January 2021 to December 2022 (24 observations), while the test data 

is the number of search and rescue operations from January 2023 to December 2023 (12 observations). Before 

the analysis was carried out, the data had been prepared to ensure that there were no missing values, outliers, 

or data inconsistencies. In addition, only one scale was used in this data, namely the continuous scale. The 

SSA and Local Linear methods are suitable for predicting search and rescue operation data compared to other 

methods because this forecast uses time as a predictor variable, and the data has fluctuating characteristics. 

2.1 Singular Spectrum Analysis (SSA) Method  

Singular Spectrum Analysis (SSA) is a time series method that is quite powerful for forecasting. Based 

on the general structure of the algorithm underlying SSA, there are two essential things and vital parameters, 

namely the window length L and the number of eigentriples in the SSA procedure. The right choice of L and 

eigentriples can produce effective time series decomposition [8]. There are 2 (two) stages in the Singular 

Spectrum Analysis (SSA) method, namely: 

a. Decomposition is the initial stage in the SSA method, which involves trend, seasonal, cyclical, 

and error components in a forecast [9]. Decomposition consists of two stages: Embedding and 

Singular Value Decomposition (SVD).  

i. Embedding is a stage where one-dimensional data is converted into multidimensional data 

and produces a Trajectory Matrix. Suppose the time series data of length N, without missing 

data is expressed by 𝑿𝑵  =  {𝒙𝟏, 𝒙𝟐, ⋯ , 𝒙𝑵}, the data is transformed into a matrix of size 

𝑳 × 𝑲. With 𝑳 being the windows length where 𝟏 < 𝑳 < 𝑵. Based on the research of 

Marques et al. [10], the determination of the value of L is chosen through trial and error 

process and 𝑲 = 𝑵− 𝑳 + 𝟏. In the embedding stage, the time series 𝑿𝑵 will be mapped into 

a row of lag vectors of size 𝑳, with the i-th lag vector expressed as follows: 

 

𝑋𝑖  = (𝑥1, 𝑥2,⋯ , 𝑥𝑖+𝐿−1)
𝑇 (1) 

 

Or it can be expressed as the following trajectory matrix: 

 

𝑋 = [𝑋1, 𝑋2, … , 𝑋𝐾] = [

𝑥1 𝑥2 … 𝑥𝐾
𝑥2 𝑥3
⋮ …

⋯ 𝑥𝐾+1
⋱ ⋮

𝑥𝐿 𝑥𝐿+1 … 𝑥𝑁

] (2) 

 

ii. Singular Value Decomposition (SVD) is the stage of separating components that have 

different characteristics based on eigentriple. The second step in decomposition is to make 

Singular Value Decomposition (SVD) of the Trajectory Matrix. Consider [11]: 

 

𝑆 = 𝑋𝑋𝑇 (3) 
 

If 𝜆1 ≥ ⋯ ≥ 𝜆𝐿 ≥ 0 is the eigenvalue of matrix 𝑆, 𝑑 = 𝑟𝑎𝑛𝑘(𝑋) =  𝑚𝑎𝑥{𝑖, 𝜆𝑖 > 0}, 

𝑈1, ⋯ , 𝑈𝑑 is the eigenvector of each eigenvalue, and 𝑉𝑖 =
𝑋𝑇𝑈𝑖

√𝜆𝑖
 with 𝑖 = 1,⋯ , 𝑑 is the 

factor vector. 𝑋𝑖 = √𝜆𝑖𝑈𝑖𝑉𝑖
𝑇, then the SVD of matrix X can be written as follows: 

 

𝑋 = 𝑋1 + 𝑋2 +⋯+ 𝑋𝑑 (4) 
  

(√𝜆𝑖 , 𝑈𝑖 , 𝑉𝑖) is called the i-th eigentriple, which contains the singular value 𝜎𝑖 = √𝜆𝑖, the left 

singular vector 𝑈𝑖, and the right singular vector 𝑉𝑖 of matrix 𝑋. 

b. Reconstruction is the stage where data will be reconstructed into new time series data based on 

the values obtained in the previous stage through the grouping and diagonal averaging processes 

[2]. 

i. Grouping, the results of the decomposition of the 𝑳 × 𝑲 path matrix will be grouped by 

separating the SVD additive components into several subgroups, namely trend, seasonal, and 
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noise [12]. For example, from d matrix indices grouped into m index groups, namely 𝑰 =
𝑰𝟏, 𝑰𝟐, … , 𝑰𝒎, then the decomposition of the X matrix is as follows [11]: 

 

𝑋 = 𝑋𝐼1 + 𝑋𝐼2 +⋯+ 𝑋𝐼𝑚 (5) 
 

with 𝑋𝐼 = ∑ 𝑋𝑖𝑖∈𝐼 . 

ii. Diagonal Averaging, a transformation will be carried out from the grouping results into a 

new series with length 𝑵. At this stage, the 𝑿𝑰𝒌 matrix obtained from the grouping stage will 

be rearranged into a new series with length 𝑵. For example, the reconstruction of the 𝑿𝑰𝒌 

matrix, namely [11]: 

 

𝑋�̃� = {�̃�1
(𝑘), �̃�2

(𝑘), … , �̃�𝑁
(𝑘)
} (6) 

 

To obtain the values of �̃�𝑝
(𝑘)

 with 𝑝 = 1,…, the 𝑋𝐼𝑘 matrix can be transformed into the Hankel 

matrix form. The elements of the 𝑖-th row and 𝑗-th column of the matrix �̃�𝑖𝑗
(𝑘)

, with 𝑠 = 𝑖 + 𝑗 

and 𝑁 = 𝐿 + 𝐾 − 1 are  

 

�̃�𝑖𝑗
(𝑘) =

{
 
 
 
 

 
 
 
 1

𝑠 − 1
∑𝑥𝑙,𝑠−1

𝑠−1

𝑙=1

                              𝑓𝑜𝑟 2 ≤ 𝑠 ≤ 𝐿 − 1

1

𝐿∗
∑𝑥𝑙,𝑠−1

𝐿

𝑙=1

                             𝑓𝑜𝑟 𝐿 ≤ 𝑠 ≤ 𝐾 + 1

1

𝐾 + 𝐿 − 𝑠 + 1
∑ 𝑥𝑙,𝑠−1

𝐿

𝑙=𝑠−𝐾

    𝑓𝑜𝑟 𝐾 + 2 ≤ 𝑠 ≤ 𝐾 + 𝑁

(7) 

 

Furthermore, from the elements 𝑋�̃� = {�̃�1
(𝑘)
, �̃�2
(𝑘)
, … , �̃�𝑁

(𝑘)
} the diagonal average value of the 

Hankel matrix is obtained. It can be shown that the initial time series data 𝑋𝑁  =
 {𝑥1, 𝑥2, ⋯ , 𝑥𝑁} has been decomposed into the sum of m time series reconstructions 

�̃�(1), �̃�(2), … , �̃�(𝑚), with 

 

𝑥𝑝 = ∑ �̃�𝑝
(𝑘)
       𝑓𝑜𝑟 (𝑝 = 1,2,… , 𝑁)

𝑚

𝑘=1

(8) 

 2.2 W-Correlation 

After the SSA stage is completed, it is continued with W-correlation. According to Golyandina et al. 

[11], SSA decomposition is said to be successful if the series of decomposition results do not correlate with 

each other. W-correlation measures the correlation between two components of the time series of SSA 

decomposition results. For example, the w-correlation can be measured 𝑋𝑁
(1)

 and 𝑋𝑁
(2): 

 

𝜌12
(𝑤) =

(𝑋𝑁
(1)
, 𝑋𝑁

(2)
)
𝑤

‖𝑋𝑁
(1)
‖
𝑤
‖𝑋𝑁

(2)
‖
𝑤

(9) 

 

with  

(𝑋𝑁
(1), 𝑋𝑁

(2)
)
𝑤
= ∑ 𝑤𝑖𝑥𝑖

(1)𝑥𝑖
(2)𝑁

𝑖=1 (10)  

 

𝑤𝑖  is the number of elements 𝑥𝑖 that appear in the path matrix and 
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‖𝑋𝑁
(1)
‖
𝑤
= √(𝑋𝑁

(𝑖), 𝑋𝑁
(𝑖)
)
𝑤

(11) 

 

with 𝑖 = 1, 2. 

2.3 Forecasting 

The forecasting used in this study is SSA recurrent. The model is built using the linear recurrent 

formula (LRF). Suppose 𝑢𝑖
𝑣 is the first 𝐿 − 1 component vector of the eigenvector 𝑢𝑖 and 𝜋𝑖 is the last 

component of 𝑢𝑖(𝑖 = 1,2,… , 𝑙) with 𝑣2 = ∑ 𝜋𝑖
2𝑙

𝑖=1  , then 𝑅 can be defined as a vector consisting of the LRF 

coefficients of a component [13]: 

 

𝑅 = (𝑎𝐿−1, … , 𝑎1) =
1

1 − 𝑣2
∑𝜋𝑖𝑢𝑖

𝑣

𝑙

𝑖=1

(12) 

 

The time series used in this forecasting is the reconstructed series obtained from the diagonal averaging 

stage. The forecasting results are obtained through the following equation: 

 

𝑔𝑖 =

{
 

 
𝑓𝑖                                                          , 𝑖 = 1,… , 𝑁

∑𝑎𝑗𝑔𝑖−𝑗

𝐿−1

𝑗=1

                   , 𝑖 = 𝑁 + 1,… ,𝑁 +𝑀
(13) 

 

where 𝑓𝑖 is the result of the reconstruction of the time series after diagonal averaging and 

𝑔𝑁+1, 𝑔𝑁+2, … , 𝑔𝑁+𝑀 are the forecasting results using the SSA method with a recursive formula, where 𝑎𝑗 is 

the coefficient of LRF [16]. 

2.4 Local Linear Estimator 

The local linear method is one of several nonparametric regression methods that can be used to estimate 

a regression curve. The advantage of the local linear method is that it can reduce asymptotic bias and produce 

good estimates [4]. Local linear estimation can use WLS (Weighted Least Square) by minimizing it [13]. In 

the local linear method, the smoothness of the function is determined by its bandwidth. 

a. Kernel Weighting Function is one of the local linear estimation methods using WLS (Weighted 

Least Square) so that weighting is required with the Kernel function. The Kernel function K with 

bandwidth h is defined as follows: 

 

𝐾ℎ(𝑥) =
1

ℎ
𝐾 (

𝑥

ℎ
) ; −∞ < 𝑥 < ∞ and ℎ > 0 (14) 

 

Here are the properties of the kernel function: 

i. 𝐾(𝑥) ≥ 0, for all values of 𝑥; 

ii. ∫ 𝐾(𝑥)
∞

−∞
 𝑑𝑥 = 1 

iii. ∫ 𝑥𝐾(𝑥)
∞

−∞
 𝑑𝑥 = 0 

iv. ∫ 𝑥2𝐾(𝑥)
∞

−∞
 𝑑𝑥 = 𝜎2 > 0 

Meanwhile, according to Hardle, there are several types of kernel functions in Table 1. 

Table 1. Types of Kernel Functions 

No Kernel Types Kernel Functions 

1 Uniform Kernel 𝐾(𝑥) =
1

2
;   𝐼(|𝑥| < 1) 

2 Triangular Kernel 𝐾(𝑥) = (1 − |𝑥|);   𝐼(|𝑥| < 1) 
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No Kernel Types Kernel Functions 

3 Epanechnikov Kernel 𝐾(𝑥) =
3

4
(1 − 𝑥2);   𝐼(|𝑥| < 1) 

4 Quadratic Kernel 𝐾(𝑥) =
15

16
(1 − 𝑥2)2;   𝐼(|𝑥| < 1) 

5 Triweight Kernel 𝐾(𝑥) =
35

32
(1 − 𝑥2)3;   𝐼(|𝑥| < 1) 

6 Cosine Kernel 𝐾(𝑥) =
𝜋

4
cos (

𝜋

2
𝑥) ;   𝐼(|𝑥| < 1) 

7 Gaussian Kernel 𝐾(𝑥) =
1

√2𝜋
exp (

1

2
(−𝑥2)) 

b. Local Linear 

The nonparametric regression model can be expressed as follows:  

 

𝑦𝑖 = 𝑚(𝑡𝑖) + 𝜀𝑖 , 𝑖 = 1,2,… , 𝑛 (15) 

 

where 𝑦 is the response variable, 𝑚(. ) is the unknown regression function, and 𝜀𝑖 is the normally 

distributed error. To estimate the function 1𝑚(𝑡𝑖), local linear estimation can be used. The 

function 𝑚(𝑡𝑖), can be approximated by the 1st  order Taylor expansion as follows [14]:   

 

𝑚(𝑡𝑖) ≈ ∑
𝑚(𝑘)(𝑡0)

𝑘!
(𝑡 − 𝑡0)

𝑘

1

𝑘=0

= ∑𝛽𝑘(𝑡0)(𝑡 − 𝑡0)
𝑘

1

𝑘=0

(16) 

 

where 𝑚(𝑘)(𝑡0) is the value of the 𝑘-th derivative function of 𝑚(𝑡0), 𝑡 ∈ (𝑡0 − ℎ, 𝑡0 + ℎ) and 
𝑚(𝑘)(𝑡0)

𝑘!
= 𝛽𝑘(𝑡0). 

Equation (16) can be written in matrix form as follows: 

 
𝑚(𝑡𝑖) = 𝑡𝑡0𝛽(𝑡0) (17) 

 

𝑡𝑡0 = [1 (𝑡 −𝑡0)], 𝑡 ∈ (𝑡0 − ℎ, 𝑡0 + ℎ)) and 𝛽(𝑡0) = [𝛽0(𝑡0) 𝛽1(𝑡0)]
𝑇 

From Equation (15) and Equation (17) can be written as follows: 

 
𝑦𝑖 = 𝑡𝑡0𝛽(𝑡0) + 𝜀𝑖 (18) 

 

The estimation of in 𝛽(𝑡0) Equation (18) based on the local linear approach is obtained by taking 

n paired data samples {𝑡𝑖 , 𝑦𝑖}𝑖=1
𝑛 , and Equation (18) can be written as follows: 

 

𝑦1 = 𝛽0(𝑡0) + 𝛽1(𝑡0)(𝑡1 − 𝑡0) + 𝜀1
𝑦2 = 𝛽0(𝑡0) + 𝛽1(𝑡0)(𝑡2 − 𝑡0) + 𝜀2

⋮
𝑦𝑛 = 𝛽0(𝑡0) + 𝛽1(𝑡0)(𝑡𝑛 − 𝑡0) + 𝜀𝑛

} (19) 

 

Equation (19) can be expressed in the following matrix notation: 

 
𝑦∗ = 𝑡𝑡0

∗ 𝛽∗(𝑡0) + 𝜀
∗ (20) 

 

where 
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𝑡𝑡0
∗ = [

1 (𝑡1 − 𝑡0)
⋮ ⋮
1 (𝑡𝑛 − 𝑡0)

] , 𝑦∗ = [

𝑦1
⋮
𝑦𝑛
] , 𝜀∗ = [

𝜀1
⋮
𝜀𝑛
] (21) 

 

The estimation of 𝛽∗(𝑡0) is obtained by performing least squares optimization or WLS (Weighted 

Least Square), namely: 

 

𝑀𝑖𝑛 𝑄(𝑡0) = 𝑀𝑖𝑛 (𝑦
∗ − 𝑡𝑡0

∗ 𝛽∗(𝑡0))
𝑇
𝐾ℎ(𝑡0) (𝑦

∗ − 𝑡𝑡0
∗ 𝛽∗(𝑡0)) (22) 

 

where, 

 

𝐾ℎ(𝑡0) = [

𝐾ℎ(𝑡1 − 𝑡0) 0 ⋯        0
0 𝐾ℎ(𝑡2 − 𝑡0) ⋯        0
⋮ ⋮ ⋱           ⋮

      0           0  ⋯ 𝐾ℎ(𝑡𝑛 − 𝑡0)

] (23) 

 

From Equation (23), 𝐾ℎ(. ) is a kernel function with bandwidth h which can be defined as follows 

[14]: 𝐾ℎ(𝑡) =
1

ℎ
𝐾; −∞ < 𝑡 < ∞ and ℎ > 0. The Gaussian Kernel can be used as follows: 𝐾(𝑡) =

1

√2𝜋
exp (

1

2
(−𝑡2)). Furthermore, from Equation (22), the value of 𝛽(𝑡0) can be derived by 

equating it to 0 and obtained: 

 

�̂�(𝑡0) = (𝑇𝑡0
𝑇𝐾ℎ(𝑡0)𝑇𝑡0)

−1
𝑇𝑡0

𝑇𝐾ℎ(𝑡0)𝑦 (24) 

 

From Equations (17) and Equation (23), the local linear estimator of �̂�(𝑡𝑖) namely:  

 

�̂�(𝑡𝑖) = 𝑡𝑡0(𝑇𝑡0
𝑇𝐾ℎ(𝑡0)𝑇𝑡0)

−1
𝑇𝑡0

𝑇𝐾ℎ(𝑡0)𝑦 (25) 

 

c. Cross Validation (CV) 

One way to determine the optimal bandwidth is by using the CV method. The CV function given 

is: 

 

𝐶𝑉(ℎ) =
1

𝑛
∑(𝑦𝑖 − �̂�ℎ,−𝑖(𝑡𝑖))

2
𝑛

𝑖=1

(26) 

 

2.5  Forecast Accuracy with Mean Absolute Percentage Error (MAPE) 

If 𝑿𝒕 is the actual data for the 𝒕-th period 𝑭𝒕 and is the forecast result for the same period, then MAPE 

can be calculated using the following formula [17]: 

 

𝑴𝑨𝑷𝑬 =
∑ |(

𝑿𝒕 − 𝑭𝒕
𝑿𝒕

) × 𝟏𝟎𝟎%|𝑵
𝒕=𝟏

𝑵
(𝟐𝟕)

 

 

with 

𝑿𝒕 : 𝒕-th time series data 

𝑭𝒕 ∶ 𝒕-th time forecast result data 
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𝑵 ∶ amount of data 

The interpretation of the MAPE value can be seen in Table 2 below [9]. 

Table 2. Interpretation of MAPE Values 

MAPE (%)  Interpretation 

𝑀𝐴𝑃𝐸 < 10 High accuracy forecast 

10 ≤ 𝑀𝐴𝑃𝐸 < 20 Good forecast 

20 ≤ 𝑀𝐴𝑃𝐸 < 50 Decent forecast 

𝑀𝐴𝑃𝐸 ≥ 50 Inaccurate forecast 
  

2.6 Procedure Analysis 

a. Several stages were carried out with the SSA method in this study, namely: 

i. Inputting data into the R software. 

ii. Applying the SSA model to training data with 2 (two) stages: decomposition and 

reconstruction. 

iii. Modelling based on Linear Recurrent Formula (LRF) with SSA method.  

iv. Forecasting with the SSA model that has been built using testing data. 

v. Calculating the MAPE value from the testing data. 

b. Several stages were carried out with the local linear method in this study, namely: 

i. Selecting the optimal bandwidth with a specific kernel weighting function for the local 

linear estimator from the training data using CV in Equation (24).   

ii. Estimating parameters with WLS for testing data. 

iii. Modelling based on WLS parameter estimates with the local linear method. 

iv. Calculating the MAPE value from the testing data. 

c. In last stage, the MAPE value from the testing data based on the SSA method and the Local Linear 

method will be compared. 

3. RESULTS AND DISCUSSION 

The parameters obtained from SSA and the Linear Local Method will then be used to determine the 

predicted value for the training data. The following is a plot of the actual value versus the expected value for 

the training data using the SSA method, which can be seen in Figure 1. 

 
Figure 1. Plot Actual Value vs Predicted Value base on SSA Method 
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Figure 1 shows a fairly high error between the actual and the predicted data in some parts but not in all 

parts. Through the stages in the SSA method, the Windows length (𝐿) obtained is 3 through the stages in the 

SSA method. Furthermore, the modeling will be built through the Linear Recurrent Formula (LRF) with the 

following equation model: 

 

𝑔𝑖 =∑𝑎𝑗𝑔𝑖−𝑗

2

𝑗=1

 

 

The following is an example of a model for 𝑡 = 25: 

 

𝑔25 = −1.11(𝑔24) + 2.13(𝑔23) = 41.21 

 

Next, in the same way, for the following periods, the predicted values are obtained, which are presented 

in Table 3, namely: 

Table 4. MAPE Calculation Results for SSA Method 

t Current Forecast MAPE 

25 69 41.21 

40.27 

 

26 76 80.87 

27 62 62.42 

28 68 92.92 

29 84 56.31 

30 70 51.39 

31 94 101.06 

32 93 44.52 

33 69 96.77 

34 55 121.35  

35 41 85.8  

36 65 71.55  

 

The SSA method has a more considerable MAPE value because the predictor variable used is only one 

variable, namely the time variable. This method may be better if, in the analysis, several predictor variables 

are sufficient to build the model.  

The following plot is an estimate with training data based on the linear local method in Figure 2. 

 
Figure 2. Plot Actual Value vs Predicted Value base on Local Linear Method 
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Based on Figure 2, compared with the forecasting results by SSA, the forecasting results using the local 

liner method can be seen that the forecasting model can resemble the trend of the original data plot. 

Meanwhile, for data forecasting using the local linear method with the Gaussian Kernel function, the tuning 

results for bandwidth obtained can be seen in ℎ𝐶𝑉(ℎ) Table 4: 

Table 5. Bandwidth and CV Values for Local Linear Method 

Bandwidth (ℎ) CV 

4 231.9547 

4.15 231.5223 

4.2 231.4485 

4.25 231.406 

4.29 231.393 

4.291 231.393 

4.292 231.393 

4.293 231.3929 

4.294 231.3929 

4.295 231.3928 

4.296 231.3928 

4.297 231.3928 

4.298 231.3927 

4.29 231.3927 

4.3 231.3927 

4.35 231.4066 

4.4 231.4457 

4.45 231.508 

4.5 231.5919 

4.55 231.6955 

4.6 231.8174 

4.65 231.9559 

4.7 232.1096 

 

Based on Table 4, Figure 3 shows a Bandwidth versus CV plot so that it can be seen that the value 

given is the minimum CV. It can be seen that the plot results show that the maximum CV value 

occurs at the third bandwidth value of 4.299. 

 
Figure 3. Plot Bandwidth versus CV 

Based on Table 4 and Figure 3, the optimal bandwidth is obtained with. Next, parameter estimation 

is carried out using a polynomial estimator and the values of   and obtained for the testing data will be made 

into a model equation as follows: ℎ = 4.299 𝐶𝑉(ℎ) = 231.39. By obtaining the minimum CV, it can be 
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ensured that the model using the bandwidth that has been selected based on the minimum CV has a minimal 

level of forecast error. 

�̂� = 𝛽0 + 𝛽1(𝑡 − 𝑡0) 

�̂�25 = 𝛽0 + 𝛽1(𝑡 − 𝑡0) = 70.22 + 0.84(𝑡 − 𝑡0), 𝑡 ∈ (20.7;  29.299) 

�̂�26 = 𝛽0 + 𝛽1(𝑡 − 𝑡0) = 7.61 + 0.6(𝑡 − 𝑡0), 𝑡 ∈ (21.7;  30.299) 

⋮ 

�̂�36 = 𝛽0 + 𝛽1(𝑡 − 𝑡0) = 56.17 − 3.54(𝑡 − 𝑡0), 𝑡 ∈ (31.7;  40.299) 

 

From the equation above, the forecasting results for the testing data are as follows at Table 6. 

Table 7. Estimation Results for Testing Data Based on the Local Polynomial Method 

t Current Forecast APE (%) =  |
(𝐀𝐜𝐭𝐮𝐚𝐥−𝐅𝐨𝐫𝐞𝐜𝐚𝐬𝐭)

𝐀𝐜𝐭𝐮𝐚𝐥
| MAPE 

25 69 71.09 3 

18.67 

26 76 71.33 6 

27 62 71.57 15 

28 68 71.82 5 

29 84 72.06 14 

30 70 72.30 3 

31 94 72.54 23 

32 93 72.78 22 

33 69 73.02 6 

34 55 73.26 33 

35 41 73.50 79 

36 65 73.74 13 

Comparison of forecast results of the number of SAR operations for ship accidents in Indonesia. From 

the analysis of the results above, a comparison of forecasting results can be seen in the following Table 6. 

Table 8. Comparison of MAPE Values Based on SSA and Local Linear Methods 

Method MAPE 

Singular Spectrum Analysis (SSA) 40.27% 

Local Linear 18.67% 

From Table 6, forecasting the number of search and rescue operations for ship accidents in Indonesia 

using the local linear method has the smallest MAPE value of 18.67% (included in the good forecasting 

category) with optimal bandwidth (ℎ)  =  4.299 with 𝐶𝑉 =  231.39 compared to the SSA method of 40.27% 

(included in the decent forecasting category). Thus, we concluded that this study is based on previous studies 

but developed by focusing on some maritime issues and combining SSA with the local linear method to 

improve accuracy. In addition, this study has a more practical operational focus, which aims to support SAR 

operations in Indonesia, while previous studies were more theoretical and general in their application. In 

addition, we concluded that the local linear method is better for forecasting than the SSA method. 

The results of this study allow SAR in Indonesia to mitigate potential disasters or search and rescue in 
the future. It is hoped that this study can reduce the accident rate. The results of this study allow SAR in 
Indonesia to mitigate potential disasters or search and rescue in the future. It is hoped that this study can 
reduce the accident rate. This study also has the potential to be developed, for example, by adding predictor 
variables or considering several other variables to predict in the hope of producing more accurate forecasts. 

4. CONCLUSIONS 

The overall study concluded that although the SSA method is flexible for non-parametric data, the 

results are less accurate in estimating the number of ship accident search and rescue operations in Indonesia, 

with a high MAPE value. This condition is likely due to the lack of predictor variables, which makes the 
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model less able to represent the data pattern. On the other hand, the local linear method provides better 

accuracy than SSA, with a MAPE value of 18.67%, which is included in the good forecasting category. We 

concluded from the low MAPE value that the model based on the Local Linear method successfully represents 

the data pattern and has good predictive ability with a minimal error rate. Therefore, the local linear method 

is more suitable for estimating the number of ship accident search and rescue operations in Indonesia. 
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