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 ABSTRACT 

Article History: 
Indonesia's economic growth has undergone significant fluctuations in recent years, 

driven by global shocks such as the 2020 COVID-19 pandemic, the 2013 taper tantrum, 

and the 2022 global energy crisis. These events underscore the urgent need for more 

accurate and robust forecasting models to support economic stability and 

policymaking. This study applies the Principal Component Analysis-Vector 

Autoregressive Integrated (PCA-VARI) model to forecast economic growth in 

Indonesia. PCA reduces seven economic variables into two principal components for 

ten years (2012-2022). The results show that the first component (PC1) shows the 

highest correlation with the variables of Money Supply, BI Rate, and Foreign Exchange 

Reserves, which reflect monetary policy and financial stability. Meanwhile, the second 

component (PC2) is highly correlated to the GDP Index, Exchange Rate, and Inflation 

variables, which reflect macroeconomic conditions. VARI, as a non-stationary 

multivariate time series model, is used to model the relationship between these 

components, with the third-order lag selected as the optimal lag based on the Akaike 

Information Criterion (AIC), Hannan-Quinn Criterion (HQ), and Final Prediction 

Error (FPE) values. The results show that the PCA-VARI(3) model is able to provide 

highly accurate forecasting with a MAPE of 1.21% for PC1 and 1.34% for PC2, and has 

met all the necessary model assumptions. 
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1. INTRODUCTION 

Indonesia's economy has undergone significant changes in recent years, with various macroeconomic 

factors affecting its growth rate [1]. Amidst slowing economic growth in the world, Indonesia's is still high, 

reaching 5.01% during 2022 and is expected to be in the range of 4.5-5.3% in 2023 [2]. Despite being one of 

the fastest growing economies in the world, economic growth in Indonesia has not exceeded 6.0% since 2012 

[3]. This growth was influenced by various factors such as increased infrastructure investment, strong export 

performance, accommodative fiscal and monetary policies [4][5][6]. 

This study applies the Principal Component Analysis-Vector Autoregressive Integrated (PCA-VARI) 

model to better understand the factors driving Indonesia's economic growth and forecast its future growth 

rate. Principal Component Analysis (PCA) is a statistical technique widely used to reduce the dimensionality 

of complex datasets while preserving essential information and the main variability contained in the data [7]. 

PCA simplifies complex datasets, facilitating clearer interpretations and more efficient modeling. The Vector 

Autoregressive (VAR) model is commonly employed to forecast multivariate time series data when the data 

are stationary. However, if the data are non-stationary, the Vector Autoregressive Integrated (VARI) model 

is used instead, capturing dynamic linear correlations among variables and making it suitable for prediction 

and interpretation purposes [8]. 

The combination of PCA and VAR has been applied in various previous studies. In the analysis of the 

interaction between environmental, economic, and social in the context of sustainable development in China, 

PCA was used to construct the development index of each subsystem, which was then analyzed with a VAR 

model to understand the dynamics of the relationship between subsystems [9]. In another study, PCA-VAR 

was used to evaluate development sustainability through analyzing the interaction between economic 

development, social, and environmental conditions. PCA helps identify key indices in each aspect, while 

VAR facilitates understanding of the dynamic impact of changes in each subsystem [10]. In research related 

to climate data in the West Java region, PCA was utilized to reduce climate variables into two main 

components, while VARI was used to forecast the dynamics and interactions between these components [11]. 

Based on the above explanation, this study applies the PCA-VARI approach with a different focus 

from previous studies. PCA is used to simplify the complexity of economic variables, while VARI is focused 

on forecasting economic growth. This approach not only overcomes the challenges of high-dimensional and 

non-stationary economic data, but also provides insights that can be used by policymakers in formulating 

more effective strategies to promote sustainable economic development in Indonesia. 

2. RESEARCH METHODS 

2.1 Research Data 

The data used is sourced from economic growth data in Indonesia from 2012-2022 with monthly time 

intervals. The data is obtained from secondary data from the BPS - Statistics Indonesia, Bank Indonesia and 

the Federal Reserve Bank. Table 1 shows the variables used in this study. 

Table 1. Research Variables  

Variables Variables Definition Unit Source 

Money Supply (𝑋1) Money supply expressed in M2 Billion Rupiah BPS - Statistics Indonesia 

Interest Rate (𝑋2) BI Rate Percentage BPS - Statistics Indonesia 

Economic Activity (𝑋3) GDP Index Index Federal Reserve Bank 

Exchange Rate (𝑋4) Monthly average IDR per USD Rupiah Bank Indonesia 

Inflation (𝑋5) Annual inflation rate (yoy) Percentage Bank Indonesia 

Foreign Exchange Reserves (𝑋6) Assets held by the central bank 

in foreign currency 

Million USD Bank Indonesia 
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Variables Variables Definition Unit Source 

Stock Transactions and Index (𝑋7) Value of stock transactions on 

the stock exchange 

Billion Rupiah BPS - Statistics Indonesia 

Data source: (BPS - Statistics Indonesia, Bank Indonesia and the Federal Reserve Bank.) 

2.2 Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) is a statistical method commonly used to test and diagnose 

correlated variables. The PCA method is used for data that has many variables and has a correlation between 

the variables. PCA calculation is seen from the eigenvalue [12]. If given random 𝑋 = [𝑋1, 𝑋2, ⋯ , 𝑋𝑝] which 

has a covariance matrix ∑ with eigenvalues 𝜆1 ≥ 𝜆2 ≥ ⋯ > 𝜆𝑝 ≥ 0 then the PCA can be represented using 

the following Equation (1) [12]: 

𝑌1 = 𝑎11𝑋1 + 𝑎12𝑋2 + ⋯+ 𝑎1𝑝𝑋𝑝 

𝑌2 = 𝑎21𝑋1 + 𝑎22𝑋2 + ⋯+ 𝑎2𝑝𝑋𝑝 

⋮ 
𝑌𝑝 = 𝑎𝑝1𝑋1 + 𝑎𝑝2𝑋2 + ⋯+ 𝑎𝑝𝑝𝑋𝑝 

(1) 

where 𝑌1, 𝑌2, ⋯ , 𝑌𝑝 are the principal components, each formed by a linear combination of the original 

variables 𝑋1, 𝑋2, ⋯ , 𝑋𝑝. The coefficients 𝑎𝑖𝑗 represent the contribution of each variable 𝑋𝑗 to the 𝑖𝑡ℎ principal 

component 𝑌𝑖. These coefficients are derived from the eigenvectors of the covariance matrix. The goal of 

PCA is to transform correlated variables into uncorrelated components that capture the maximum variance. 

PCA aims to reduce data and eliminate fewer dominant factors without reducing the original data 

variables, the steps taken for PCA are as follows [13]:  

1. Calculate variance and covariance matrices 

2. Calculate the eigenvalue of the covariance matrix 

3. Determining the value of the Principal Component proposition. 

4. Calculating factor loading from eigenvalues. 

The Kaiser Meyer Olkin (KMO) test is a statistical method used before determining the main 

components of the KMO correlation matrix. KMO is used to test the feasibility of factor analysis with the 

KMO test scale ranging from 0 to 1, where for KMO values greater than 0.5, factor analysis is feasible to use 

and vice versa if the KMO value is less than 0.5 it is not feasible to use. Therefore, for the factor analysis 

process to be considered feasible, the KMO value must be greater than 0.5. The KMO is expressed using 

Equation (2) [14]: 

KMO =
∑ ∑ 𝑟𝑖𝑗

2𝑛
𝑗≠1

𝑛
𝑖

∑ ∑ 𝑟𝑖𝑗
2𝑛

𝑗≠1
𝑛
𝑖 + ∑ ∑ 𝑎𝑖𝑗

2𝑛
𝑗≠1

𝑛
𝑖

 (2) 

with 𝑖 = 1,2,3,…, and 𝑗 = 1,2,3,… 

𝑟𝑖𝑗
2  : simple correlation coefficient of variables 𝑖 and 𝑗. 

𝑎𝑖𝑗
2  : partial correlation coefficient of variables 𝑖 and 𝑗. 

2.3 Vector Autoregressive (VAR) 

Vector Autoregressive (VAR) is one of the methods used for time series analysis involving several 

endogenous variables explained by lag [15]. The VAR model is used on stationary data. The general form of 

the VAR model with order 𝑝, denoted as VAR(𝑝) is given in Equation (3), with the corresponding vector 

and matrix representation provided in Equation (4) [16]: 
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𝑍𝑡 = 𝜙0 + 𝛷1𝑍𝑡−1 + ⋯+ 𝛷𝑝 𝑍𝑡−𝑝 + 𝑎𝑡 (3) 

with 

𝑍𝑡 = [

𝑍1,𝑡

𝑍2,𝑡

⋮
𝑍𝑘,𝑡

] , 𝑍𝑡−𝑖 = [

𝑍1,𝑡−𝑖

𝑍2,𝑡−𝑖

⋮
𝑍𝑘,𝑡−𝑖

] , 𝜙0 = [

𝜙10

𝜙20

⋮
𝜙𝑘0

] , 𝜙𝑝 = [

𝜙11 𝜙12 ⋯ 𝜙1𝑘

𝜙12 𝜙22 ⋯ 𝜙2𝑘

⋮ ⋮ ⋱ ⋮
𝜙1𝑘 𝜙𝑘2 ⋯ 𝜙𝑘𝑘

] , 𝑎𝑡 = [

𝑎1,𝑡

𝑎2,𝑡

⋮
𝑎𝑘,𝑡

] 
(4) 

where 𝑍𝑡 is a 𝑘 × 1 vector at time 𝑡, 𝑍𝑡−𝑖 refers to a 𝑘 × 1 vector with 𝑖 = 1,2,⋯ , 𝑝, the notation 𝜙0 

represents a constant vector of size 𝑘 × 1, the notation 𝜙1, 𝜙2, ⋯ , 𝜙𝑝 is a VAR matrix up to 𝑝 with dimension 

𝑘 × 𝑘 and 𝑎𝑡 is a 𝑘 × 1 vector at time 𝑡, assumed to be normally distributed 𝑎𝑡~𝑁(0, 𝜎2). The advantages 

of the VAR method are as follows [15]: 

1. Does not differentiate between independent and dependent variables. 

2. Simple estimation using the Ordinary Least Squares (OLS) method. 

3. Forecasting results using the VAR method are often better in many cases compared to complex 

simultaneous equation models. 

2.4 Vector Autoregressive Integrated (VARI) 

The VARI model is an extension of the Autoregressive Integrated (ARI) model. If the data used is non-

stationary, the differencing process is applied [17]. The differencing is performed d times until the data 

becomes stationary, resulting in a VARI(𝑝, 𝑑) model with k variables. If 𝑝 = 1 and 𝑑 = 1, the VARI(1,1) 

model can be expressed in matrix form as shown in Equation (5): 

[
 
 
 
 
𝑍̇1,𝑡

𝑍̇2,𝑡

⋮
𝑍̇𝑘,𝑡]

 
 
 
 

−

[
 
 
 
 
𝑍̇1,𝑡−1

𝑍̇2,𝑡−1

⋮
𝑍̇𝑘,𝑡−1]

 
 
 
 

= [

𝜙11 𝜙12 ⋯ 𝜙1𝑘

𝜙21 𝜙22 ⋯ 𝜙2𝑘

⋮ ⋮ ⋱ ⋮
𝜙𝑘1 𝜙𝑘2 ⋯ 𝜙𝑘𝑘

]

(

 
 

[
 
 
 
 
𝑍̇1,𝑡−1

𝑍̇2,𝑡−1

⋮
𝑍̇𝑘,𝑡−1]

 
 
 
 

−

[
 
 
 
 
𝑍̇1,𝑡−2

𝑍̇2,𝑡−2

⋮
𝑍̇𝑘,𝑡−2]

 
 
 
 

)

 
 

+ [

𝑎1,𝑡

𝑎2,𝑡

⋮
𝑎𝑘,𝑡

] (5) 

or  

𝑍̇𝑡 − 𝑍̇𝑡−1 = 𝛷1(𝑍̇𝑡−1 − 𝑍̇𝑡−2) + 𝑎𝑡 (6) 

Assuming that the error term follows a normal distribution, such that 𝑎𝑡~𝑁(0, 𝜎2𝐼) and 𝑌𝑡 = ∆𝑍𝑡 = 𝑍̇𝑡 −
𝑍̇𝑡−1 Then, Equation (7) can be written as follows: 

𝑌𝑡 = 𝛷1𝑌𝑡−1 + 𝑎𝑡  (7) 

2.5 Model Identification and Specification 

In the VARI model there are assumptions that must be met, namely that the time series data used must 

be stationary, stationary data does not have seasonal patterns, trends and constant variance. To overcome 

stationarity can use the Augmented Dickey Fuller (ADF) test with 𝛾 = 0, the test is formulated in Equation 

(8) [18]: 

∆𝑍𝑡 = 𝛼 + 𝛽𝑡 + 𝛾𝑍𝑡−1 + 𝛿1∆𝑍𝑡−1 + 𝛿2∆𝑍𝑡−2 + ⋯+ 𝛿𝑝∆𝑍𝑡−𝑝 (8) 

where 𝑍𝑡 is time series data, which can be determined by linear regression of ∆𝑍𝑡 to t and 𝑍𝑡−1 by 

testing 𝛾 ≠ 0, with ∆ denoting the first-difference operator (∆𝑍𝑡 = 𝑍𝑡 − 𝑍𝑡−1). If it does not have a unit root, 

it can be said to be stationary [19]. Then the error rate (𝛼) is the critical value, with test statistics in Equation 

(9): 
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𝜍𝑡𝑒𝑠𝑡 =
𝜙̂ − 1

𝑆𝐸(𝜙̂)
 (9) 

where 𝑆𝐸(𝜙̂) denotes as estimator of standard deviation of the OLS estimator  𝜙̂. If the p-value 

obtained is less than 0.05 then 𝐻0 is rejected. If the data used is not stationary in variance, it can use the Box-

Cox transformation test, where 𝜆 is a power parameter that determines the type of transformation applied to 

the data, that has a variance from -5 to 5, whose optimal value will produce the best approach to a normal 

distribution curve. The transformation of 𝑦 is given by Equation (10):  

𝑦(𝜆) = {
𝑦𝜆 − 1

𝜆
, 𝑖𝑓 𝜆 ≠ 0

𝑙𝑛 𝑦 , 𝑖𝑓 𝜆 = 0

 (10) 

The level of accuracy calculated from the lag value that produces the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 is done before forming 

the VARI model. To assess the feasibility of the model this time using the Akaike Information Criterion 

(AIC), Schwarz Criterion (SC), Hannan-Quinn Criterion (HQ), and Final Prediction Error (FPE) calculation 

for several independent variables 𝑝, as shown in Equation (11) to Equation (14) [20]: 

𝐴𝐼𝐶(𝑝) =𝑙𝑛 |𝜍̂(𝑝)|  +
2𝑝𝑘2

𝑇
 

(11) 

𝑆𝐶(𝑝) = 𝑙𝑛|𝜍̂(𝑝)| +
𝑝𝑘2 𝑙𝑛(𝑇)

𝑇
 (12) 

𝐻𝑄(𝑝) = 𝑙𝑛 |𝜍̂(𝑝)| +
2𝑝𝑘2 𝑙𝑛(𝑙𝑛(𝑇))

𝑇
 (13) 

𝐹𝑃𝐸(𝑝) = |𝜍̂(𝑝)| × (
𝑇 + 𝑝𝑘 + 1

𝑇 − 𝑝𝑘 − 1
)
𝑘

 (14) 

where 𝜍̂(𝑝) =
∑ 𝜀𝑡̂(𝜀𝑡̂)

𝑇
𝑡=1

𝑇
 is the residual covariance matrix, 𝑇 is the number of observations, 𝜀𝑡̂ is the error 

value, 𝑘 is the number of parameters in the model, and 𝑝 is the number of observations at time 𝑡. 

2.6 Parameter Estimation  

Parameter estimation for the VARI(𝟏) model can be performed using the Ordinary Least Squares 

(OLS) method with the vectorized formulation of the system given in Equation (15) [16]. To obtain 

parameter estimates, the sum of squared errors function is determined by transforming the matrix into vector 

form. Thus, the parameter estimation for VARI(𝒑, 𝒅) with 2 variables is as follows [21]: 

𝑦 = 𝑣𝑒𝑐(𝑌) =

[
 
 
 
 
 
 
 
 
𝑌1,1

𝑌1,2

⋮
𝑌1,𝑛

𝑌2,1

𝑌2,2

⋮
𝑌2,𝑛]

 
 
 
 
 
 
 
 

, 𝜙 =

[
 
 
 
 
 
𝜙10

𝜙11

𝜙12

𝜙20

𝜙21

𝜙22]
 
 
 
 
 

, 𝑎 =

[
 
 
 
 
 
 
 
𝑎1,1

𝑎1,2

⋮
𝑎1,𝑛

𝑎2,1

𝑎2,2

⋮
𝑎2,𝑛]

 
 
 
 
 
 
 

,𝑊 =

[
 
 
 
1 𝑌1,1−1 𝑌2,1−1

1 𝑌1,2−1 𝑌2,2−1

⋮ ⋮ ⋮
1 𝑌1,𝑛−1 𝑌2,𝑛−1]

 
 
 
 (15) 

The expanded matrix form of 𝒗 = 𝐈 ⊗ 𝐖 = [
𝟏 𝟎
𝟎 𝟏

] ⊗

[
 
 
 
𝟏 𝒀𝟏,𝟏−𝟏 𝒀𝟐,𝟏−𝟏

𝟏 𝒀𝟏,𝟐−𝟏 𝒀𝟐,𝟐−𝟏

⋮ ⋮ ⋮
𝟏 𝒀𝟏,𝒏−𝟏 𝒀𝟐,𝒏−𝟏]

 
 
 
, which facilitates the 

vectorization process, is illustrated in Equation (16) 
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𝑣 =

[
 
 
 
 
 
 
 
 
1 𝑌1,1−1 𝑌2,1−1 0 0 0

1 𝑌1,2−1 𝑌2,2−1 0 0 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 𝑌1,𝑛−1 𝑌2,𝑛−1 0 0 0

0 0 0 1 𝑌1,1−1 𝑌2,1−1

0 0 0 1 𝑌1,2−1 𝑌2,2−1

⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 1 𝑌1,𝑛−1 𝑌2,𝑛−1]

 
 
 
 
 
 
 
 

 (16) 

Thus, Equation (7) can be rewritten as Equation (17): 

𝑉𝑒𝑐(𝑌) = 𝑉𝑒𝑐(𝜙𝑊) + 𝑉𝑒𝑐(𝑎) 
(17) 

𝑦 = 𝑣𝜙 + 𝑎 

The sum of squared errors is represented in Equation (18): 

𝑺 = ∑∑𝒂𝒊𝒋
𝟐

𝒏

𝒋=𝟏

𝟐

𝒊=𝟏

 

= 𝒂𝑻𝒂 

= (𝒚 − 𝒗𝝓)𝑻(𝒚 − 𝒗𝝓) 

= 𝒚𝑻𝒚 − 𝒚𝑻𝒗𝝓 − 𝒚𝒗𝑻𝝓𝑻 + 𝒗𝑻𝝓𝑻𝒗𝝓 

= 𝒚𝑻𝒚 − 𝟐𝒚𝑻𝒗𝝓 + 𝒗𝑻𝝓𝑻𝒗𝝓 (𝟏𝟖) 

Then, we take the partial derivative with respect to the parameter 𝝓: 

𝜕𝑆

𝜕𝜙
=

𝜕(𝑦𝑇𝑦 − 2𝑦𝑇𝑣𝜙 + 𝑣𝑇𝜙𝑇𝑣𝜙)

𝜕𝜙
 

= −2𝑦𝑇𝑣 + 2𝜙𝑇𝑣𝑇𝑣 

2𝜙𝑇𝑣𝑇𝑣 = 2𝑦𝑇𝑣 

𝜙𝑇𝑣𝑇𝑣(𝑣𝑇𝑣)−1 = 𝑦𝑇𝑣(𝑣𝑇𝑣)−1 

𝜙𝑇𝐼 = 𝑦𝑇𝑣(𝑣𝑇𝑣)−1 

(𝜙𝑇𝐼)𝑇 = (𝑦𝑇𝑣(𝑣𝑇𝑣)−1)𝑇 

𝜙 = (𝑣𝑇𝑣)−1𝑣𝑇𝑦 (19) 

Equation (19) represents the OLS parameter estimate. If the second derivative is positive, then the second 

derivative of Equation (7) with respect to 𝝓𝑻 is as follows: 

𝝏𝟐𝑺

𝝏𝝓𝝏𝝓𝑻
=

𝝏(−𝟐𝒚𝑻𝒗 + 𝟐𝝓𝑻𝒗𝑻𝒗)

𝝏𝝓𝑻
 

= 𝟐𝒗𝑻𝒗 (𝟐𝟎) 

Since the second derivative of the sum of squared errors with respect to 𝝓𝑻, as given in Equation (20) is a 

positive number, we obtain the OLS parameter estimate provided in Equation (19). 
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2.7 Diagnostic Test 

A normality test is conducted to assess the normality of the residual data. The test used is the 

Kolmogorov-Smirnov test is defined in Equation (21), with the following hypotheses: 

𝐻0 : 𝑎𝑡~𝑁(0, 𝜎𝑎𝑡
2 ) (the residuals are normally distributed) 

𝐻1: 𝑎𝑡 ≠ 𝑁(0, 𝜎𝑎𝑡
2 ) (the residuals are not normally distributed) 

with statistics test: 

𝐷 = max|𝐹0(𝑎𝑡) − 𝑆(𝑎𝑡)| (21) 

where 𝐹0(𝑎𝑡) is the cumulative distribution function of the normal distribution, and 𝑆(𝑎𝑡) is the cumulative 

distribution function of the data. If the value of 𝐷𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 > 𝐷𝑡𝑎𝑏𝑙𝑒 or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼, then 𝐻0 is rejected, 

indicating that the residuals are not normally distributed. 

Meanwhile, the Ljung-Box test statistic as formulated in Equation (22) is a diagnostic method that 

uses all residual ACF samples as a whole to test the null hypothesis. The hypotheses used are as follows: 

𝐻0: 𝜌1 = 𝜌2 = ⋯ = 𝜌𝑘 = 0 (there is no correlation among the residuals) 

𝐻1: 𝜌𝑘 ≠ 0; 𝑘 = 1,2,3, . . , 𝑛 (there is correlation among the residuals)  

with statistics test: 

𝑄 = 𝑛(𝑛 + 2) ∑(𝑛 − 𝑘)−1𝜌̂𝑘
2

𝑚

𝑘=1

 (22) 

where 𝑛 is the number of residuals, 𝑘 is the lag, and 𝜌̂𝑘 is the autocorrelation between residuals. If 𝑝 −
𝑣𝑎𝑙𝑢𝑒 > 𝛼, then 𝐻0 is not rejected, indicating that the residuals in the multivariate model satisfy the white 

noise assumption.  

The causality test is used to determine the causal relationship between variables in the Vector 

Autoregressive Integrated (VARI) model. Assuming there are two variables, 𝑋 and 𝑌, 𝑋 is considered to 

Granger-cause 𝑦 if past values of 𝑋 provide information that improves the prediction of 𝑌 [22]. The Granger 

causality test is formulated as shown in Equation (23) and Equation (24): 

𝑌𝑡 = ∑𝛼𝑖𝑌𝑖−1 + ∑𝛽𝑖𝑋𝑖−1 + 𝑎1𝑡

𝑛

𝑖=1

𝑛

𝑖=1

 
(23) 

𝑋𝑡 = ∑𝛾𝑖𝑋𝑖=1 + ∑𝜏𝑖

𝑛

𝑖=1

𝑌𝑖−1 + 𝑎2𝑡

𝑛

𝑖=1

 
(24) 

where 𝑋𝑡 and 𝑌𝑡 represent the current values of the variables, 𝛼𝑖 , 𝛽𝑖 , 𝛾𝑖 , 𝜏𝑖 are model parameters to be 

estimated, while a1𝑡 and a2𝑡 are white noise errors.  

The causality between variables is tested using the F-test statistic, formulated as follows Equation (25) [23]: 

𝐹𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 =
(𝑅𝑆𝑆𝑅 − 𝑅𝑆𝑆𝑈𝑅)/𝑝

𝑅𝑆𝑆𝑈𝑅/(𝑛 − 𝑏)
 (25) 

where RSS is residual sum of squares, 𝑝 represent the lag length, 𝑛 represents the number of observations, 

and 𝑏 represents the number of parameters estimated in the unrestricted model. Suppose 𝑌 is the dependent 

variable, the restricted model is then obtained by regressing 𝑌 on all its lagged values, excluding the lagged 

values of 𝑋 as independent variables. The form of the restricted model is given in Equation (26):  
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𝑌𝑡 = ∑𝛼𝑖𝑌𝑖−1 + 𝑒1𝑡

𝑛

𝑖=1

 (26) 

There are two hypotheses used when conducting the Granger causality test, as follows:  

𝐻0: 𝑋 is not the cause of Granger 𝑌. 
𝐻1: 𝑋 is the cause of Granger 𝑌. 
𝐻0: 𝑌 is not the cause of Granger 𝑋. 
𝐻1: 𝑌 is the cause of Granger 𝑋. 

If the calculated 𝐹 value > 𝐹(p,n−b) or if the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼, then 𝐻0 is rejected, indicating that the 

conditions for causality are met, and the best VARI model can be selected. 

2.8 Forecasting Criteria 

One of the forecasting criteria that can be used to assess the accuracy of a model in predicting actual 

events is the Mean Absolute Percentage Error (MAPE). The lower the MAPE value, the closer the forecasting 

results are to the actual outcomes. MAPE is defined as follows in Equation (27) [24]: 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑|

𝑍𝑖,𝑡 − 𝑍̂𝑖,𝑡

𝑍𝑖,𝑡
|

𝑛

𝑡=1

× 100% (27) 

with 𝑍𝑖,𝑡 is actual value at time 𝑡 location 𝑖, 𝑍̂𝑖,𝑡 is forecasted value at time 𝑡 location 𝑖 and 𝑛 is number of 

time series observations.  

The scale for evaluating the accuracy of the forecast based on the MAPE value is as follows [25]: 

Table 2. Forecast Accuracy Criteria Based on MAPE Value 
MAPE Description 

< 10% Highly accurate forecast 

10% − 20% Good forecast 

20% − 50% Reasonable/acceptable forecast 

> 50% Inaccurate forecast 
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2.9 Research Flow 

 
Figure 1. PCA-VARI Flowchart 

The analysis steps conducted in this study are comprehensively outlined and visually represented in 

Figure 1. This flowchart provides a clear and systematic depiction of the methodological process, guiding 

through each phase of the analysis, from data preparation to the final interpretation of results. The data 

analysis was carried out using R Studio, which facilitated the implementation of the Principal Component 

Analysis (PCA) and Vector Autoregressive Integrated (VARI) model for economic growth forecasting in 

Indonesia." 

3. RESULTS AND DISCUSSION 

3.1 Descriptive Statistics 

Table 3 presents the descriptive statistics of the research data. The research data has been transformed 

using logarithms due to the left-skewed tendency in the data distribution. After the transformation, the data 

shows a tendency toward a normal distribution, as indicated by the probability values obtained from the 

Jarque-Bera statistical test. 

Table 3. Descriptive Statistics 

Variable Mean Median Max. Min. 
Std. 

Dev. 
Skew. Kurt. 

Jarque-

Bera 
Prob. 

𝑋1 5,243,964 5,198,863 8,528,022 2,849,796 1,503,460 0.296 -0.921 6.3364 0.0420 

ln 𝑋1 15.43 14.46 15.96 14.86 0.29 -0.137 -0.998 5.5798 0.0614 

𝑋2 5.489 5.62 7.75 3.50 1.39 0.144 -1.236 8.5161 0.0141 

ln 𝑋2 1.670 1.727 2.048 1.253 0.26 -0.160 -1.189 8.0033 0.0182 

𝑋3 99.82 99.98 101.73 95.38 1.93 -1.364 2.835 88.968 <0.001 

ln 𝑋3 4.603 4.605 4.622 4.558 0.01 -1.414 2.994 97.417 <0.001 

𝑋4 13,071 13,542 15,805 9,014 1,758.64 -0.990 -0.130 22.109 <0.001 

ln 𝑋4 9.468 9.514 9.668 9.107 0.14 -1.176 0.193 31.465 <0.001 

𝑋5 4.129 3.59 8.79 1.32 1.93 0.689 -0.305 11.071 0.0039 

ln 𝑋5 1.3055 1.2781 2.1736 0.2776 0.48 -0.276 -0.512 2.9609 0.2275 

𝑋6 119,633 119,076 146,870 92,671 13,304.9 0.096 -0.992 5.298 0.0707 

ln 𝑋6 11.69 11.69 11.90 11.44 0.11 -0.076 -0.952 4.795 0.0909 
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Variable Mean Median Max. Min. 
Std. 

Dev. 
Skew. Kurt. 

Jarque-

Bera 
Prob. 

𝑋7 171,006 153,322 410,267 71,033 73,407.5 1.188 0.744 35.353 <0.001 

ln 𝑋7 11.97 11.94 12.92 11.17 0.39 0.456 -0.536 6.0646 0.0482 

In the description of the research data, it is observed that the average amount of money supply (𝑋1) is 

5,243,964 billion rupiah. The lowest amount of 𝑋1 was recorded in February 2012 at 2,849,796 billion rupiah, 

while the highest amount was reached in December 2022, with 8,528,022 billion rupiah. The time series data 

for 𝑋1 shows an upward trend, while other data exhibit fluctuating trends. For instance, the time series data 

for the interest rate (𝑋2) shows stability during several observation periods because the interest rate is set by 

Bank Indonesia as a monetary policy instrument. The peak 𝑋2 occurred at 7.75% from November 2014 to 

January 2015, while the lowest rate was recorded at 3.50% from February 2021 to July 2022. The economic 

activity (𝑋3) reached its highest peak at 101.73 in December 2019 to January 2020, while the lowest was at 

95.38 in May 2020. Meanwhile, the highest exchange rate (𝑋4) was 15,805 rupiah in April 2020, while the 

lowest was 9,014 rupiah in February 2012. The inflation pattern shows a correlation that is nearly identical 

to the rupiah exchange rate. The inflation (𝑋5) occurred in August 2013 at 8.79%, while the lowest 𝑋5 was 

recorded in August 2020 at 1.32%. The average foreign exchange reserves (𝑋6) amounted to 119,633 million 

USD. The highest 𝑋6 were recorded in September 2021 at 146,870 million USD, while the lowest was 92,671 

million USD in July 2013. On the other hand, the average stock transaction and index (𝑋7) was 171,006 

billion rupiah. The highest 𝑋7 occurred in January 2021 with a value of 410,267 billion rupiah, while the 

lowest was recorded in September 2012 at 71,033 billion rupiah. 

3.2 Application of Principal Component Analysis (PCA) for Economic Growth Data 

The initial data processing using PCA was conducted to evaluate the suitability of economic growth 

data in Indonesia. The results of this test showed a KMO value of 0.77, indicating that the data meets the 

suitability criteria, with a KMO value above 0.50. Therefore, the PCA modeling can proceed with the 

confidence that the data used is adequate for PCA. 

The next step is to test the homogeneity of the variance-covariance matrix using Bartlett's Test. The 

test results show a p-value < 0.001, which is less than the significance level of 0.05. This indicates that the 

variance-covariance matrix is heterogeneous. Therefore, for PCA analysis, the correlation matrix is used. 

Table 4. Eigenvalue Estimation 

Component Cumulative Proportion Eigenvalue 

1 0.6737321 4.71612452 

2 0.8138922 0.98112069 

3 0.90519392 0.63911223 

4 0.95766555 0.36730142 

5 0.98353285 0.18107106 

6 0.99694072 0.09385515 

7 1.00000000 0.02141493 

Table 4 shows that after forming the correlation matrix on the data, the eigenvalues of the matrix were 

obtained. The First Component (𝑃𝐶1) provides a cumulative proportion of 67.37%, while the Second 

Component (𝑃𝐶2) provides a cumulative proportion of 81.38%. With a total cumulative proportion of over 

80%, it can be concluded that 𝑃𝐶1 and 𝑃𝐶2 are sufficient to explain the entire dataset. 
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Table 5. Eigenvector Estimation 

Variables 𝑷𝑪𝟏 𝑷𝑪𝟐 

ln 𝑋1 0.4309224 -0.28695408 

ln 𝑋2 -0.4037830 -0.19455204 

ln 𝑋3 -0.2224136 -0.74159735 

ln 𝑋4 0.3503654 -0.40620484 

ln 𝑋5 -0.3766986 -0.32618424 

ln 𝑋6 0.4303839 -0.01475317 

ln 𝑋7 0.3897555 -0.24129658 

The PCA analysis for economic growth data in Indonesia is presented in Table 5. Considering the 

calculated 𝑃𝐶1, it can be concluded that the highest correlation for the First Component (𝑃𝐶1) is found in the 

money supply (𝑋1), interest rate (𝑋2), foreign exchange reserves (𝑋6) and stock transactions and index (𝑋7). 

These four variables are factors related to monetary policy and financial stability of a country. Considering 

the calculated 𝑃𝐶2, it can be concluded that the highest correlation for the Second Component (𝑃𝐶2) is found 

in the economy activity (𝑋3), exchange rate (𝑋4), and inflation (𝑋5). These three variables are factors related 

to the economic conditions of a country. 

Table 6. Loadings Estimation 

Variables 𝑷𝑪𝟏 𝑷𝑪𝟐 

ln 𝑋1 0.431 0.287 

ln 𝑋2 -0.404 0.195 

ln 𝑋3 -0.222 0.742 

ln 𝑋4 0.350 0.406 

ln 𝑋5 -0.377 0.326 

ln 𝑋6 0.430 0.014 

ln 𝑋7 0.390 0.241 

Table 6 shows the loadings used to form the principal component formulas. Loadings are coefficients 

that indicate the relationship between the original variables and the principal components produced by PCA.  

Although the eigenvalue for foreign exchange reserves (ln 𝑋6) is present (-0.01), its corresponding loading is 

near zero. This suggests that while (ln 𝑋6) explains some variance, it has minimal impact on the principal 

components. The small loading likely indicates a weak contribution, possibly due to high correlation with 

other variables, which reduces its influence in the PCA results. Equation (28) represents a linear combination 

between the first principal component and other variables as follows: 

𝑃𝐶1 = 0.431 𝑙𝑛 𝑋1  − 0.404 𝑙𝑛 𝑋2 − 0.222 𝑙𝑛 𝑋3 + 0.350 𝑙𝑛 𝑋4 − 0.377 𝑙𝑛 𝑋5 + 0.430 𝑙𝑛 𝑋6

+ 0.390 𝑙𝑛 𝑋7 
(28) 

Equation (29) represents a linear combination between the second principal component and other 

variables as follows: 

𝑃𝐶2 = 0.287 𝑙𝑛 𝑋1 + 0.195 𝑙𝑛 𝑋2 + 0.742 𝑙𝑛 𝑋3 + 0.406 ln𝑋4 + 0.326 ln𝑋5 + 0.241 ln𝑋7 (29) 
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3.3 Stationarity Testing and Model Selection in VARI Model 

The Augmented Dickey-Fuller (ADF) test and the Box-Cox test were used in this study to examine the 

stationarity of the mean and variance of 𝑃𝐶1 and 𝑃𝐶2, represented as 𝑍1,𝑡 and 𝑍2,𝑡 respectively. Prior to any 

transformation, the ADF test results for both 𝑍1,𝑡 and 𝑍2,𝑡 indicated high p-values (0.5261 and 0.6956), which 

are greater than 𝛼(0.05). Therefore, the null hypothesis of a unit root could not be rejected, indicating that 

the data were non-stationary in mean. Moreover, the initial Box-Cox lambda (λ) values were found to be 

approximately –0.9999 for both components, suggesting that the data also lacked variance stationarity as 

recorded in Table 7. 

Table 7. Pre-transformation ADF and Box-Cox Tests 

𝒁1,𝑡 𝒁2,𝑡 

ADF p-value Box-Cox ADF p-value Box-Cox 

-3.9833 0.01228 0.9405164 -4.0431 0.01 0.9405164 

To address these issues, a negative logarithmic transformation was applied to stabilize the variance, 

followed by first-order differencing to eliminate the unit root in the mean. After these procedures, the 

stationarity tests were performed again. The ADF test results show values < 𝛼(0.05) after 𝑍1,𝑡 and 𝑍2,𝑡 are 

differenced once. It is important to note that the critical values of the ADF and Box-Cox tests vary depending 

on the data assumptions, as recorded in Table 8. Thus, the validation tests support the estimated results. The 

ADF test results < 𝛼(0.05) and Box-Cox ≈ 1 indicate that the economic growth data is stationary in both 

mean and variance. 

Table 8. Post-transformation ADF and Box-Cox Tests 

𝒁1,𝑡 𝒁2,𝑡 

ADF p-value Box-Cox ADF p-value Box-Cox 

-3.9833 0.01228 0.9405164 -4.0431 0.01 0.9405164 

The optimum lag was obtained through stationary variables in the PCA process by taking the first-

order difference up to the fifth difference. Ultimately, the minimum third-order value of these variables 

became the input for the VARI model after differencing by 1. It should be noted that the third-order lag was 

selected as the optimal lag for the VARI model using the Akaike Information Criterion (AIC), Hannan-Quinn 

Criterion (HQ), Schwarz Criterion (SC), and Final Prediction Error (FPE). 

Table 9. Lag Order Selection Criteria in the VARI Model 

 VARI(1) VARI(2) VARI(3) VARI(4) VARI(5) 

AIC(n) -9.81363484 -10.0668909 -10.1321340 -10.0710232 -10.0338830 

HQ(n) -9.51841425 -9.72949602 -9.75256467 -9.64927959 -9.56996493 

SC(n) -9.08418719 -9.23323652 -9.19427273 -9.02895521 -8.88760811 

FPE(n) 0.000054904 0.000042699 0.000040097 0.000042752 0.000044534 

3.4 PCA-VARI Model 

The next step is to estimate the parameters of the selected PCA-VARI(3) model. The estimation results 

are shown in Table 10. The asterisks indicate the significance of the estimated model coefficients. As shown 

in Table 9 and Table 10, the lag order of the PCA-VARI model to be used is the third lag order, and the 

estimation is consistent with the predictions at the model significance level of 𝛼 = 0.05. 
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Table 10. Estimation of Coefficients for the PCA-VARI(3) Model 

Variables 𝒁̇1,𝑡 𝒁̇2,𝑡 

𝑍̇1,𝑡−1 𝜙̂1,1
1 = 0.92334*** 𝜙̂2,1

1 = −0.33767*** 

𝑍̇1,𝑡−2 𝜙̂1,2
1 = −0.16503 𝜙̂2,2

1 = 0.21156* 

𝑍̇1,𝑡−3 𝜙̂1,3
1 = 0.23515 𝜙̂2,3

1 = 0.11703 

𝑍̇2,𝑡−1 𝜙̂1,1
2 = −0.62780 ∗∗ 𝜙̂2,1

2 = 0.76094*** 

𝑍̇2,𝑡−2 𝜙̂1,2
2 = 0.49506 𝜙̂2,2

2 = −0.06810 

𝑍̇2,𝑡−3 𝜙̂1,3
2 = 0.08704 𝜙̂2,3

2 = 0.19179* 

Note: The asterisks ***, **, and * indicate statistical significance at the 0.01, 0.05, and 0.1 levels, respectively. 

Based on Table 10, 𝑍̇1,𝑡  reflects the first principal component of the economic growth data in 

Indonesia within the PCA-VARI model. The interpretation of the model indicates that a one-fold increase in 

money supply (𝑋1), interest rate (𝑋2), foreign exchange reserves (𝑋6) and stock transactions and index (𝑋7) 

(representing the four strong correlations) in the previous month results in a 0.92334-fold increase in the 

factors affecting monetary policy and financial stability in the current month. Conversely, a one-fold decrease 

in the economy activity (𝑋3), exchange rate (𝑋4), and inflation (𝑋5) (representing the three strong 

correlations) in the previous month results in a 0.62780-fold increase in the factors affecting monetary policy 

and financial stability in the current month. 

Notation 𝑍̇2,𝑡 serves as the input for the PCA-VARI model from the second principal component of 

Indonesia's economic growth data. The interpretation of the model suggests that a one-fold decrease in money 

supply (𝑋1), interest rate (𝑋2), foreign exchange reserves (𝑋6) and stock transactions and index (𝑋7) 

(representing the four strong correlations) in the previous month results in a 0.33767-fold decrease in the 

economy activity (𝑋3), exchange rate (𝑋4), and inflation (𝑋5) in the current month. Conversely, a one-fold 

increase in the economy activity (𝑋3), exchange rate (𝑋4), and inflation (𝑋5) in the previous month results in 

a 0.76094-fold increase in the economy activity (𝑋3), exchange rate (𝑋4), and inflation (𝑋5) in the current 

month. 

The interpretation of this model indicates that the principal component variables influence each other 

through the second component variable. This suggests that in the VARI process, the performance observed 

in the two principal components demonstrates a strong correlation between the factors affecting monetary 

policy and financial stability (money supply, interest rate, foreign exchange reserves and stock transactions 

and index) and the factors influencing economic conditions (economy activity, exchange rate, and inflation). 

These two factors tend to be influenced by variables that mutually affect each other and are strongly linked 

to the predictions at a model significance level of 𝛼 < 0.05. 

The prediction model for the first principal component of Indonesia's economic growth data in the 

PCA-VARI model is presented in Equation (30), while the model for the second principal component is 

described in Equation (31).  

𝛥𝑍1,𝑡 = 0.923𝛥𝑍1,𝑡−1 − 0.628𝛥𝑍2,𝑡−1 − 0.165𝛥𝑍1,𝑡−2 + 0.495𝛥𝑍2,𝑡−2 + 0.235𝛥𝑍1,𝑡−3

+ 0.087𝛥𝑍2,𝑡−3 
(30) 

𝛥𝑍2,𝑡 = −0.338𝛥𝑍1,𝑡−1 + 0.761𝛥𝑍2,𝑡−1 + 0.212𝛥𝑍1,𝑡−2 − 0.068𝛥𝑍2,𝑡−2 + 0.117𝛥𝑍1,𝑡−3

+ 0.192𝛥𝑍2,𝑡−3 (31) 

 

  



2314 Madani, et al.    APPLICATION OF THE PRINCIPAL COMPONENT ANALYSIS-VECTOR AUTOREGRESSIVE…  

 

Table 11. Diagnostic Tests for Coefficient Estimates in the PCA-VARI(3) Model 

Diagnostics Tests Variables F-Test p-value 

Granger 𝑍1,𝑡 16.4 0.000089 

 𝑍2,𝑡 8.33 0.0046 

Ljung-Box 𝑍1,𝑡  0.83 

 𝑍2,𝑡  0.96 

Kolmogorov-Smirnov 𝑍1,𝑡  0.71 

 𝑍2,𝑡  0.29 

Verification of the obtained model to ensure the significance of multivariate modeling was conducted 

by performing diagnostic tests to examine the frequency distribution of residuals using the Kolmogorov-

Smirnov normality test and the Ljung-Box white noise test. Table 11 presents the diagnostic test results for 

the PCA-VARI(3) model. 

In Table 11, it can be seen that in the Granger Causality test for 𝒁1,𝑡, the p-value is 0.000089 (<0.05), 

leading to the rejection of the null hypothesis, and it can be concluded that 𝒁1,𝑡 passes the model diagnostic 

test. Similarly, for 𝒁2,𝑡, the p-value is 0.0046 (<0.05), also leading to the rejection of the null hypothesis, and 

it can be concluded that 𝒁2,𝑡 passes the model diagnostic test. The white noise test using Ljung-Box yielded 

a 𝑝 − 𝑣𝑎𝑙𝑢𝑒 close to 1, while the normality test using Kolmogorov-Smirnov resulted in a p-value > 0.05. 

Therefore, the obtained PCA-VARI(3) model passes the multivariate diagnostic tests. 

3.5 Prediction using PCA-VARI Model 

The next step is to predict the factors affecting monetary policy and financial stability (𝑃𝐶1) and the 

factors affecting economic conditions (𝑃𝐶2). Before making predictions, the data is split into training and 

testing datasets with a proportion of 80% and 20%, respectively. Afterward, predictions are made using the 

PCA-VARI(3) model, and the prediction results are shown in Figure 2. 

 
Figure 2. Plot of Predictions for 𝑷𝑪𝟏 and 𝑷𝑪𝟐 

The MAPE value for 𝑃𝐶1 was 1.21%, while the MAPE value for 𝑃𝐶2 was 1.34%, both calculated 

based on the testing dataset. The MAPE value < 10% indicates that the prediction results for the PCA-

VARI(3) model on Indonesia's economic growth data are highly accurate.  

4. CONCLUSION 

This study demonstrates that the Principal Component Analysis-Vector Autoregressive Integrated (PCA-

VARI) model is effective in forecasting economic growth in Indonesia with high accuracy. Data from 2012-
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2022 were used for the analysis, and PCA successfully identified two principal components sufficient to 

explain most of the data variability, with 𝑃𝐶1 related to monetary policy and financial stability (money supply, 

interest rates, foreign exchange reserves, and stock transactions) and 𝑃𝐶2 related to economic conditions 

(economic activity, exchange rate, and inflation). The VARI model with an optimal lag of the third order 

revealed significant interactions among the principal variables, with prediction results showing a Mean 

Absolute Percentage Error (MAPE) of 1.21% for 𝑃𝐶1 and 1.34% for 𝑃𝐶2. These results suggest that short-

term economic fluctuations are closely linked to monetary and financial factors, while structural economic 

trends are influenced by broader economic conditions. Understanding these dynamics provides a foundation 

for designing policy interventions that are responsive to both short-term volatility and long-term development 

goals. Based on these findings, it is recommended that the government integrate predictive models such as 

PCA-VARI into macroeconomic planning. Strengthening the coordination between monetary and fiscal 

policies, maintaining exchange rate stability, controlling inflation, and encouraging domestic economic 

activity are key strategies to enhance economic resilience and support sustainable growth. 
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