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 ABSTRACT 

Article History: 
Air pollution is a threat to all countries, including Indonesia. One area in Indonesia 

with poor air quality is DKI Jakarta. One step to minimize the decline in air quality in 

an area is to predict the air quality index in the future. In this study, a hybrid ARIMA-

ANN analysis was conducted, combining the ARIMA method and Artificial Neural 

Networks to model air quality in DKI Jakarta. The time series data of the air quality 

index 𝑃𝑀2.5 sourced from the DKI Jakarta Environmental Service during January 19-

30, 2023, which was observed every hour with a total of 288 data. The results of the 

study showed that the SAE and RMSE of the ARIMA model were 94.135 and 1.157, 

respectively, while the SAE and RMSE values of the hybrid ARIMA-ANN model were 

61.094 and 1.15. The results of the study showed that the hybrid ARIMA-ANN model 

had a higher accuracy value compared to the single ARIMA model in describing DKI 

Jakarta air quality data. This study has limitations in that determining the network 

architecture in the ANN model is still done by trial and error, so it takes a relatively 

longer time. 
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1. INTRODUCTION  

Air pollution is one of the serious environmental problems, especially in urban areas. The presence of 

air pollution has a negative impact on human health and the environment. Diseases caused by air pollution 

are estimated to be comparable to other global health risks, such as smoking and unhealthy diets. The World 

Health Assembly also determined that air pollution is a risk factor for non-communicable diseases such as 

ischemic heart disease, chronic obstructive pulmonary disease, stroke, cancer, and asthma [1]. Air pollution 

is caused by particles and gases released into the atmosphere from various human activities, such as industrial 

facilities [2], household combustion devices, forest fires, and transportation are common sources of air 

pollution. The results of the study in Isfahan showed that 1374 tons of carbon monoxide, 727 tons of VOCs, 

691 tons of hydrocarbons, 329 tons of 𝑃𝑀10, 319 tons of 𝑃𝑀2,5, 13.297 tons of nitrogen oxides, and 0.13 

tons of sulfur oxides were released into the atmosphere on average each year by the railway system. In 

addition, the study of the pollutant emission inventory produced by aircraft showed that in 2016, an average 

of 8076 tons of carbon dioxide, 22.8 tons of carbon monoxide, 19.4 tons of nitrogen oxides, 3.8 tons of 

hydrocarbons, and 2.54 tons of sulfur oxides were released into the atmosphere each year [3]. Furthermore, 

research on pollutants in China shows that non-road transportation produces more 𝑃𝑀2,5 particulates than 

road transportation [4]. 

As a developing country, Indonesia also has problems with air pollution. Based on IQAir, Indonesia is 

placed 17th as the country with the worst air quality in the world in 2021, with Jakarta as the most polluted 

city in Indonesia [5]. In fact, for the first time in June 2022, Jakarta was declared the city with the worst air 

quality in the world, with an air quality index value reaching 185 AQI (Air Quality Index), which is classified 

in the red or unhealthy category. The AQI index is an index that describes air quality issued by the United 

States Environmental Protection Agency (EPA), with the range being between 0 and 500. This AQI index is 

calculated based on six main types of pollutants, namely Carbon monoxide, Sulfuric acid, Nitrogen dioxide, 

ground surface Ozone, Particulate Matter 𝑃𝑀2.5 and 𝑃𝑀10. From the six pollutants, Particulate Matter 

(𝑃𝑀2.5) are the air particles that have a size less than 2.5 μm (micrometers). These particles can increase due 

to hot air, dust, and smoke because of fires, environmental pollution, and waste disposal. When inhaled, these 

particles, which are smaller than 3% of the human hair diameter, can settle on the surface and deep parts of 

the lungs, causing short-term health impacts related to respiratory diseases such as lung disease, heart disease, 

bronchitis, and asthma. Meanwhile, if exposed long-term, 𝑃𝑀2.5 can cause chronic heart and lung disease, 

decreased lung function in children, and even premature death. Research showed the influence of 𝑃𝑀2.5 on 

the total number of deaths due to lung cancer in 15 cities in Iran, amounting to 120 cases during the period 

21 March 2015 to 19 March 2016 [6].  

The existence of serious adverse effects, especially on health caused by air pollution, makes research 

related to air pollution something that needs to be done. Especially research related to the diameter of 2.5 𝜇𝑚 

(𝑃𝑀2.5), which is considered the most significant air pollution [7]. Research related to air pollution has begun 

to attract researchers, especially those related to predicting Particulate Matter (PM) both 𝑃𝑀2.5 and 𝑃𝑀10 

using statistical models and machine learning approaches. Particulate Matter (PM) prediction using statistical 

models has been widely developed both through a causal approach using linear regression [8]-[11], a time 

series approach [12]-[15], and a deep learning approach [16]. The research results show that the ARIMA 

model is good enough to describe the training dataset 𝑃𝑀10 in Pekanbaru, while the prediction results for 

testing data do not adequately describe the actual data [12]. The ARIMA model was deemed capable of being 

applied to estimate the concentration of 𝑃𝑀2.5 which experienced higher fluctuations in cold periods and 

lower in warm periods in Fuzhou, China [14]. Furthermore, the modeling of the 𝑃𝑀10 dataset for Surabaya 

was carried out using Double Seasonal ARIMA (DSARIMA) with two observation stations, namely Kebon 

Bibit Wonorejo (SUF6) and Kebonsari Village (SUF7) [13]. The research shows that the forecasting results 

of sample data are better than out-of-sample data. This is because the forecasting in-sample data is the one-

stage forward forecast so the small RMSE is obtained, while the forecasting on out-of-sample data is a direct 

n-stage forward forecast. Furthermore, the results of the study using a univariate time series model to make 

model of 𝑃𝑀2.5 concentration in three regions, namely Majalengka, Kuningan, and Cirebon shows that the 

univariate time series model can predict the concentration of 𝑃𝑀2.5 for the short term, while the prediction 

results for the long term have a different pattern [15]. Another study used time series models based on 

autoregressive integrated moving average (ARIMA), autoregression (AR), and moving average (MA) models 

applied to 𝑃𝑀2.5 concentration in Delhi and Bengaluru. The results showed that all three time series statistical 

models provided inaccurate model performance for modeling 𝑃𝑀2.5 concentration in Delhi, with MAPE 

values of AR, MA, and ARIMA models above 20% [17]. This research suggests the need for additional 
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topographic and other meteorological parameters to produce a better model. In addition to statistical and time 

series approaches, research related to air quality prediction has also begun to be developed using deep learning 

approaches such as LSTM. The results of research related to air quality prediction in Jakarta show that for 

univariate analysis, the ARIMA method has lower RMSE, MSE, MAE, and error ratio values than the LSTM 

method [16]. This is because the actual data has a value that does not fluctuate or is almost constant (has a 

fixed value) throughout the observation. 

Nowadays, research on machine learning models to estimate the concentration of air pollutants, 

especially 𝑃𝑀2.5 is starting to be developed. Even some studies show that modeling with a machine learning 

approach or a hybrid of machine learning and statistics provides better results compared to statistical models. 

The ANN Backpropagation Machine Learning model is better than the ARIMA method [18]. One of the 

weaknesses of the ARIMA model is the inability of this classical statistical method to describe non-linear 

data patterns. On the other hand, the advantage of the ANN Backpropagation method is the model's ability to 

describe the correlation of non-linear patterns well. Used three machine learning approaches, including a new 

hybrid model based on long short-term memory (LSTM), a deep feedforward neural network (DFNN), and 

multiple additive regression trees (MART). The results showed that the LSTM model provided the best results 

in modeling 𝑃𝑀2.5 mass concentrations. The same results were also shown in several studies that examined 

the comparison of machine learning and statistical models [17], where both machine learning and hybrid 

approaches provided better results than statistical models [19]-[21]. Based on background and previous 

research, this research will carry out DKI Jakarta air quality modeling and compare the accuracy of classical 

statistical methods and the hybrid ARIMA-ANN method. 

2. RESEARCH METHODS 

In this research, data analysis was carried out using the hybrid ARIMA-ANN method. Hybrid ARIMA-

ANN is a combination of two or more systems in one function. In this research, we use a combination of the 

different advantages of Artificial Neural Network (ANN) and the classical statistical method ARIMA. The 

ARIMA model has the advantage of representing linear patterns in data. Furthermore, the ANN model will 

estimate the residuals obtained from the ARIMA model by building a neural network [22]. 

2.1 ARIMA Model 

The ARIMA model attempts to identify patterns in historical data. The ARIMA model has three 

components, each of which helps model a specific type of pattern. The Autoregressive (AR) component takes 

into account the pattern between a given period and the previous period. The Moving Average (MA) 

component measures the adaptation of new forecasts to previous forecast errors. The Integration (I) 

component indicates trends or integrative processes in the data. The ARIMA model is symbolized by ARIMA 

(𝑝, 𝑑, 𝑞), where 𝑝 is the order of autoregressive terms, 𝑑 is the number of differences, and 𝑞 is the number of 

moving averages. In general, the form of the ARIMA (𝑝, 𝑑, 𝑞) model is given in the following Equation (1): 

(1 − 𝑎1𝐵 − 𝑎2𝐵2 − ⋯ − 𝑎𝑝𝐵𝑝)(1 − 𝐵)𝑑𝑦𝑡 = 𝜇 + 𝜀𝑡 + 𝑏1𝜀𝑡−1 + ⋯ + 𝑏𝑞𝜀𝑡−𝑞 (1) 

where error  𝜀𝑡 has an IID normal distribution with zero mean and constant variance 𝜎𝜀
2, B is the lag operator. 

2.2 Neural Network Methods 

Neural Network methods, also known as Artificial Neural Network (ANN), are a part of machine 

learning that in the process, resemble how the human brain's nerves work. The most frequently used ANN 

architecture is a multilayer network with the Backpropagation method. The advantage of the ANN 

Backpropagation method is the ability to formulate appropriate experience and knowledge, and the 

forecasting rules are flexible. On the other hand, the ANN Backpropagation method has disadvantages, 

including that the predictions obtained from this method can give invalid results if the input received is outside 

the range given during training, or the required training data is not sufficient. 

The algorithm of the Backpropagation method consists of several artificial neural networks that are 

connected. The arrangement of artificial neural networks generally consists of three layers, namely: 
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1. Input layer 

The input layer is a layer consisting of input units that receive data patterns from outside. The unit 

in the input layer is called the neuro input. 

2. Hidden layer 

The hidden layer is a layer that contains the units whose output cannot be directly observed. The 

units in the hidden layer are called hidden neurons. 

3. Layer output 

A layer that consists of output units, which are solutions produced from the ANN. 

2.3 Hybrid ARIMA-ANN  

The hybrid model is a combination method of one or more models in the function of a system. The 

ARIMA and ANN models are models to solve linear or nonlinear problems. The purpose of the hybrid 

ARIMA ANN method consists of two things. First, the ARIMA model is used to analyze the linear part of 

the problem, and second, the ANN model is built to model the residuals of the ARIMA model. This is because 

the ARIMA model cannot capture the nonlinear structure of the data, the residual of the linear model will 

have information about nonlinearity. The results of the ANN can be used to predict errors for the ARIMA 

model.  

To get a hybrid of the ARIMA model and Artificial Neural Network, namely by adding the models. 

The ARIMA model is formed from research data, while the Artificial Neural Network model is formed from 

the ARIMA model error. The general form, the hybrid ARIMA-ANN model is written as Equation (2). 

𝑦̂𝑡 = 𝑥𝑡 + 𝑧̂𝑡 (2) 

𝑥𝑡 : ARIMA value on time 𝑡 

𝑧̂𝑡 : ANN value on time 𝑡 

 

The research stages using the hybrid ARIMA-ANN method are [23] : 

1. Conduct descriptive statistical analysis and exploration of air quality data using time series plots. 

2. Modeling of daily air quality in Jakarta using the ARIMA model [24] 

a. Testing data stationarity in variance and mean. In this study, the Box-Cox test was used to 

test data stationarity in variance. To test data stationarity in the mean, the Dickey-Fuller test 

was used. 

b. Identify ARIMA models based on the ACF and PACF plots. 

c. Estimating and testing the significance parameters model. 

d. Perform model diagnostic tests to check the independence and normality of the residuals. 

e. Overfitting the data to check the possibility of another model that is simpler than the previous 

model. 

f. Selecting the best ARIMA model based on SAE and RMSE criteria. 

3. Error modeling of ARIMA using Artificial Neural Network (ANN). 

a. Determine the input variables for hybrid ARIMA-ANN modeling based on the ACF and 

PACF plots of the residuals in the selected ARIMA model. 

b. Building a Backpropagation ANN architecture. 

In the ANN method, there are no standard rules for determining the optimal ANN to be 

applied to the system. Henceforth, determining the architecture, especially determining the 

number of nodes in the hidden layer, is carried out by trial and error [25].  

c. Initialize parameters, including the learning rate to determine the network learning constant 

and the epoch value to determine the maximum number of iterations. 
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d. Choose the best hybrid ARIMA-ANN model by looking at the SAE and RMSE values. 

4. Compare the best results from the ARIMA and hybrid ARIMA-ANN methods and then select the 

best results based on the smallest SAE and RMSE value. 

5. Summarize the results of the analysis and modeling. 

2.4 Best Model Selection 

The aim of selecting the best model is to get the right model to describe air quality data. This selection 

is based on accuracy values using Mean Square Error (MSE), Sum of Absolute Error (SAE), and RMSE. The 

MSE, SAE, and RMSE value is formulated as follows Equation (3). 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑡 − 𝑦̂𝑡)2

𝑛

𝑖=1

(3) 

𝑆𝐴𝐸 = ∑|𝑦𝑡 − 𝑦̂𝑡|

𝑛

𝑖=1

 

𝑅𝑀𝑆𝐸 = √
1

n
∑(𝑦𝑡 − 𝑦̂𝑡)2

𝑛

𝑖=1

 

where : 

𝑦𝑡 : actual data 

𝑦̂𝑡 : forecasting data 

𝑛 : amount of data 

3. RESULTS AND DISCUSSION 

3.1 Data 

This research uses daily data on the air quality monitoring in Jakarta using the parameter 𝑃𝑀2.5. The 

data that is used in this research is secondary data sourced from the Department of Environment (DOE). The 

data used is air quality data for the period 19 - 30 January 2023. Data is taken every hour every day, starting 

at 00.00 to 23.00, with a total of 288 data. The analysis used in the research is the hybrid ARIMA-ANN 

method, which is solved by the R program [26].  

3.2 Descriptive Statistics 

Atmospheric Particulate Data 𝑃𝑀2.5 during 19 – 30 January 2023 is shown in the following Table 1. 

Table 1. Descriptive Statistics value of Atmospheric Particulate 𝑷𝑴𝟐,𝟓 

Criteria 𝑷𝑴𝟐,𝟓 Value 

Minimum 35.108 

Maximum 87.343 

Mean 54.144 

Standard deviation 10.641 

Based on Table 1, it is known that 𝑃𝑀2.5 has a minimum value of 35.108 and a maximum 𝑃𝑀2.5 value 

of 87.343. The average 𝑃𝑀2.5 during 19 – 30 January 2023 was 54.144, which is included in the moderate 

category. 

3.3 ARIMA Model 

Time series data can be modeled using ARIMA provided that the observed time series data is 

stationary. To see a rough estimate of the shape of the ARIMA model to be built, whether it has passed the 
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stationary test can be seen from the data plot. Stationary time series data can be seen from the absence of a 

trend or sharp increase or decrease in the data. 

 
Figure 1. Plot Data 𝑷𝑴𝟐.𝟓 

Based on Figure 1, we know that the plot data 𝑃𝑀2.5 tends to fluctuate and contain trends. This 

indicates that 𝑃𝑀2.5 is not stationary in either mean or variance. To get stationary data, before modeling the 

time series data, it is necessary to carry out a natural logarithm (Ln) transformation on the data 𝑃𝑀2.5 

 
(a) (b) 

Figure 2. Plot Data Ln(𝑷𝑴𝟐,𝟓) Before and After Differencing 

The Ln-transformed data still tends to fluctuate. This indicates that there is still a trend pattern in the 

data seen in Figure 2 (a). To obtain data that tends to be more stable, it is necessary to differentiate the Ln-

transformed data. The plot of the data resulting from the differentiation of the Ln-transformed data in Figure 

2 (b) is already around the average value. This indicates that the first differencing data from the Ln (𝑃𝑀2.5)  

is stationary. This can also be confirmed by the results of the unit root test using the ADF test. The ADF test 

statistical value, which is smaller than its critical region, indicates that the data is stationary.  

Table 2. Result of Root Test ADF 

 𝑨𝑫𝑭𝒕𝒆𝒔𝒕 Test Critical Value 5% Prob. 

𝑃𝑀2.5 Level -3.067 -3.426 0.1162 

Ln(𝑃𝑀2.5) Level -2.329 -3.426 0.4165 

Ln(𝑃𝑀2.5) first different -14.727 -3.426 0.0000 

Based on the test results that have been carried out at the best level, both the 𝑃𝑀2.5 data and the 

Ln(𝑃𝑀2.5) transformation data are not yet stationary. This can be seen from the value of  𝐴𝐷𝐹𝑡𝑒𝑠𝑡 data 𝑃𝑀2.5  
and transformed data Ln(𝑃𝑀2.5) which is greater than the value of the test critical value. Furthermore, for the 

first different level test results, the data results were stationary. This can be seen from the value of 𝐴𝐷𝐹𝑡𝑒𝑠𝑡 

which is smaller than the value of the test critical value, namely -14.727 < -3.426. The same results were also 

obtained from probability values that were smaller than the alpha value of 0.05. Because the data is stationary 

in the first difference, the d order in the ARIMA model has a value of one, while the p and q orders can be 

seen based on the ACF and PACF plots shown in Figure 3. 
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Figure 3. Plot ACF and PACF Data Ln(𝑷𝑴𝟐.𝟓), 𝒅=1 

Model identification is carried out using the Bartlett test, where each lag on the ACF and PACF plots 

will be within the interval boundary line (5%). Lags that exceed the boundary line are identified as AR levels 

based on the PACF plot and MA levels based on the ACF plot. Based on the ACF and PACF plots in Figure 

3, a cut-off occurs at the first lag. Considering the principle of model simplicity, the possible models are 

ARIMA (1,1,1), ARIMA (1,1,0), and ARIMA (0,1,1). Further, a parameter significance test was carried out 

in each model. The selected model is a model whose parameters pass the significance test. 

Table 3. Parameter Significance Test Data Ln(𝑷𝑴𝟐,𝟓), 𝒅=1 

ARIMA Model AR (1) MA (1) Decision 

ARIMA (1,1,1) 0.8878 

(0.0000) 

-0.7748 

(0.0009) 

✓ 

ARIMA (1,1,0) 0.1518 

(0.0164) 

 ✓ 

ARIMA (0,1,1)  0.1240 

(0.1440) 
× 

Based on Table 3, it is obtained that the ARIMA model (1,1,1) and the ARIMA model (1,1,0) have 

significant parameters. The next step is to carry out diagnostic tests on the two selected results to determine 

the best model. 

Table 4. Diagnostic Test 

Test ARIMA (1,1,1) ARIMA (1,1,0) 

Q-stat Test (residual independence test) ✓ × 

Homoscedasticity test ✓ ✓ 

Based on diagnostic tests, it can be seen that the ARIMA model (1,1,1) passes the 𝑄-stat test and also 

the homoscedasticity test. This shows that there is no serial correlation in the data, and the residual data is 

random, so the ARIMA (1,1,1) model can be considered as the selected model. After obtaining the appropriate 

ARIMA model, the fit value for 𝑃𝑀2,5 air quality data can be obtained. The 𝑅2 for 𝑃𝑀2,5 data is 98.62%. 

This value indicates that the ARIMA model is very good at describing the original data. In addition, the MSE 

value shows a very small result of 1.339. The MSE value between 10% and 20% indicates that the forecasting 

model's ability is good. Furthermore, the RMSE and SAE values also produce good values, namely 1.157 

and 94.135, respectively. 

3.4 Hybrid ARIMA-ANN Model 

After obtaining the ARIMA model for 𝑃𝑀2,5 in Jakarta, the error of the model is obtained. The forecast 

results from the ARIMA model are used as linear components. The error from the ARIMA model is modeled 

with the Artificial Neural Network model, which is used as a non-linear component. In this research, the input 

used is forecasting results and errors from the selected model, namely ARIMA (1,1,1)[27]. The results of 

error calculations from the ARIMA model, which is used as input for the ANN network are given in Table 5 

below: 
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Table 5. Input dan Output Pattern of Model ANN 

Pattern Prediction Error Actual 𝑷𝑴𝟐,𝟓 

1 4.461129152 -0.005369437 4.455759716 

2 4.452778307 -0.007516696 4.445261611 

3 4.441468497 -0.008520661 4.432947836 

4 4.428363625 -0.008422309 4.419941316 

5 4.414694608 -0.006961434 4.407733174 

⁞ ⁞ ⁞ ⁞ 

286 4.033675266 0.000803552 4.034478818 

The ANN architecture design used in this study consists of one input layer, a hidden layer, and an 

output layer. The output layer consists of one neuron, namely the error from the ARIMA model at time t 

which is used as the target value. While the number of neurons in the input layer and hidden layer with the 

trial & error process is limited to being tried from lag 1 to 5. Based on [28], it is not certain that a large 

number of neurons can obtain better accuracy. The following are the results of the trial process for selecting 

the number of neurons in the input layer: 

Table 6. Testing the Number of Neurons in the input layer 

Input MSE  

1 0.0004696045 

2 0.0004710513 

3 0.0004684316 

4 0.0004661953 

5 0.0004673620 

Based on the experimental results, it was obtained that the number of neurons in the input layer was 4 

lags. This is assumed from the smallest MSE results obtained from experiments using 4 lags. This indicates 

that today's 𝑃𝑀2,5 value is influenced by the 𝑃𝑀2,5 value from the previous 4 days. After obtaining the data 

normalization results, data processing was then carried out using the ANN method. Then, to determine the 

neurons in the hidden layer, trial and error is also carried out starting from  1-5 neurons [29]. Below are given 

the error values of several neurons. 

Table 7. Number of neurons in the hidden layer and MSE 

Amount of Neuron MSE 

1 0.0004868759 

2 0.0004781988 

3 0.0004776726 

4 0.0004872067 

5 0.0004872406 

From the test results in Table 7, the smallest MSE value was obtained with the number of neurons in 

the hidden layer as many as 3. Next, a visualization of Figure 4 is given regarding the hybrid ARIMA-ANN 

architecture from 𝑃𝑀2,5 data where there are 4 neurons in the input, 3 neurons in the hidden layer, and 1 

output. 

 
Figure 4. Architecture ANN (4-3-1) 
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The bias and weight values of the ANN 4-3-1 network are given as follows: 

Table 8. Weights and Biases of ARIMA-ANN 4-3-1 

Bias Weight Bias Weight Bias Weight Bias Weight 

𝒃 → 𝒉𝟏  -2.98 𝒃 → 𝒉𝟐  -0.26 𝒃 → 𝒉𝟑  -0.99 𝒃 → 𝒐  -0.77 

𝒊𝟏 → 𝒉𝟏  0.09 𝒊𝟏 → 𝒉𝟐  0.50 𝒊𝟏 → 𝒉𝟑  2.60 𝒉𝟏 → 𝒐  1.53 

𝒊𝟐 → 𝒉𝟏  0.34 𝒊𝟐 → 𝒉𝟐  -0.30 𝒊𝟐 → 𝒉𝟑  -0.54 𝒉𝟐 → 𝒐  -0.15 

𝒊𝟑 → 𝒉𝟏  0.38 𝒊𝟑 → 𝒉𝟐  -0.04 𝒊𝟑 → 𝒉𝟑  -0.19 𝒉𝟑 → 𝒐  1.59 

𝒊𝟒 → 𝒉𝟏  -0.18 𝒊𝟒 → 𝒉𝟐  -0.24 𝒊𝟒 → 𝒉𝟑  -1.30   

From the results of the formation of the ANN network and the determination of optimal weights and 

biases, the fit value for 𝑃𝑀2,5 data can then be obtained using a hybrid ARIMA-ANN. For the 𝑅2 value, the 

results of the hybrid ARIMA-ANN modeling and the ARIMA model alone provide results that tend to be the 

same, which is around 98.62%. It is just that the SAE value of the hybrid ARIMA-ANN model provides a 

smaller value compared to the ARIMA model, which is 88.612. This shows that the hybrid ARIMA-ANN 

model can increase the accuracy of the forecasting model performance. Then, from the hybrid ARIMA-ANN 

equation, we can predict 𝑃𝑀2.5. The result plot of ARIMA and the hybrid ARIMA-ANN model given on the 

comparative visualization of the prediction results from the two models is shown in Figure 5.  

  
(a)                                                                           (b) 

Figure 5. Comparison of Modeling Results With Actual Data : (a) ARIMA and (b) ARIMA-ANN 

In Figure 5, it can be seen that the ARIMA and hybrid ARIMA-ANN models have almost the same 

plot as the actual data. This indicates that both models can capture the movement of PM data well. Therefore, 

to select the best model based on calculating SAE and MSE based on Equation (3). From the error calculation 

results, especially the SAE value, it was found that the SAE value of the hybrid ARIMA-ANN model was 

smaller than the ARIMA model. However, from the error calculation results, especially the SAE value, it was 

found that the SAE value of the hybrid ARIMA-ANN model was smaller than the ARIMA model. This shows 

that the hybrid ARIMA-ANN model is better than the ARIMA model. Furthermore, the selected model is 

used to predict several periods. The hybrid ARIMA-ANN prediction results and criteria are shown in Table 

9 as follows: 

Table 9. Hybrid ARIMA-ANN Forecasting Results  

Periode 𝑷𝑴𝟐.𝟓 Category 

287 56.158 Moderate 

288 56.147 Moderate 

289 56.136 Moderate 

290 56.125 Moderate 

291 56.114 Moderate 

From the prediction results of 𝑃𝑀2.5 for the next five periods are in the moderate criteria. This category 

of air levels does not have a significant impact on some healthy people, but the impact on health is more 

pronounced in sensitive groups, such as people with respiratory diseases or the elderly. However, air quality 

in the moderate category still requires attention, mitigation, and prevention measures to reduce exposure to 
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air pollution. With these prediction results, it can provide input to the Government and health agencies to 

guide to protection of sensitive groups in air quality conditions that are in the moderate category. 

4. CONCLUSION 

From the research that has been carried out, it is found that both the Classic ARIMA Statistical model 

and the hybrid ARIMA-ANN model are very good at describing the 𝑃𝑀2.5 data pattern.  However, the hybrid 

ARIMA-ANN model provides lower SAE and MSE values compared to the ARIMA model. This shows that 

the hybrid model can increase model accuracy as well as being a better model compared to the ARIMA 

model. 

The suggestions for further research are to forecast using other hybrid methods, such as ARIMA-RNN. 

The RNN (Recurrent Neural Network) method is specifically designed to process data that has a sequence or 

time, so that it is expected to increase prediction accuracy. In addition, in this study, the determination of 

parameters in the ANN architecture was carried out by trial and error, so there is still a possibility to optimize 

the determination of ANN parameters using the Genetic Algorithm or PSO. 
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