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ABSTRACT 

Article History: 
Max-Plus Algebra, which is the union of the set of all real numbers with an infinite 
singleton, equipped with maximum (max) and plus (+) operations, can be used to model 
and analyze algebraically the dynamics of a closed queuing network. This study aims to 
analyze the effect of delays in the start time of service activities on a closed series queuing 
network with three servers. This study is a study based on literature studies, mathematical 
model studies and simulations assisted by the Scilab computer program. The results show 
that the max-plus eigenvalue of a closed series queuing network with 3 servers, which is 
also the periodicity of network dynamics, is the largest service time of the server in the 
network. Delays in servers with the largest service time will continue to propagate for 
subsequent schedules. Delays in servers whose service time is not the maximum can still 
be tolerated, as long as the delay does not exceed the size of the element in the initial max-
plus eigenvector, which corresponds to its largest service time. In this case, the system will 
be able to return to normal according to the original schedule, after undergoing a 
maximum of 4 stages of the service process since the beginning of the delay. Meanwhile, 
delays that exceed this will cause network scheduling to be late and will continue to spread 
to subsequent services. 
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1. INTRODUCTION 

Max-plus algebra, which is the set of 𝑹𝜀: = R { }, where  : = −,  equipped with maximum (max) 

and plus (+) operations, has been used well to model and analyze algebraically network problems that contain 

synchronization and linearization problems, such as railway networks, production system networks, project 

scheduling and queuing systems [1][2][3][4][5][6]. Modeling these problems with an approach using max 

and plus operations can provide a more integrated and unified way and the resulting equations are analogous 

to the results in conventional system theory [7][8][9]. By using max-plus algebra, the above network 

problems can be expressed in a matrix equation over max-plus algebra. Furthermore, from this matrix 

equation, the system dynamics can be analyzed which include input-output and system periodicity through 

the values and eigenvectors of its max-plus algebra. 

The network modeling and analysis discussed above mostly assume that the arrival time (start of 

activity) and departure time (completion of activity) run on time as scheduled (planned). However, in reality 

in the real world we often find that the scheduled time cannot always be met, so there is a problem with delay 

time . The delay time that appears for one or more service units (servers) in a network system will certainly 

affect the delay of the service times of the units and the overall system time. For this reason, it is necessary 

to model and analyze the system with the delay time. 

One of the efforts that have been made in modeling and analyzing networks with delay times with max-

plus algebra for railway networks has been carried out by several researchers, such as in which [6], [10] 

discusses the control of delay time propagation on railway networks, in [11]  which has discussed quite 

completely for railway networks and problems that are still relatively simple. For the problem of delay times 

in production networks, not many have studied it. In [12] and [13], problems related to delay times for simple 

production systems [14] are mentioned, but have not been discussed completely as in which [11] discusses 

the problem of delay times for simple railway networks. 

Research on the problem of delay time in production networks using max-plus algebra and its 

application in everyday life, as far as researchers have studied, not many have done it. There are several 

variations of existing production network structures, from the simplest to the most complex, which involve a 

combination of several network structures [15][16]. The production network structure that is still relatively 

simple is a closed serial queue network with n single servers. Although it is said to be simple, in its analysis 

involving various possible variations in activity time between its n servers, it will provide complexity in its 

analysis. The existing analysis problem is to identify the periodic behavior of the queue network. 

Furthermore, in the initial periodic conditions, which are also said to be in normal conditions, a delay 

condition will be identified that can become normal by itself or not, after going through several series of 

activity processes. 

As an initial step in the research on the problem of delay time in a closed serial queue network with n 

single servers, to reduce the level of complexity in the analysis, this study will discuss a closed serial queue 

network with 3 single servers. The discussion assumes the conditions given in the analysis using max-plus 

algebra, ignoring real conditions that are not relevant to those assumed. The conditions to be discussed include 

the delay time situation where the server service time is all the same, and the server service is not the same. 

Furthermore, the longest delay time will be determined where the network can return to normal or not, after 

starting several stages of subsequent activities. The results of this study are expected to provide an overview 

of the analysis results which can then be generalized for more servers and will ultimately provide an overview 

for research for n servers. 

2. RESEARCH METHODS 

This section begins with discussing the eigen value and vector of the matrices over max-plus algebra. 

Eigen value and vectors are used to find out the characteristics of the dynamical system over max-plus 

algebra. Moreover, the characteristic of closed series queuing network also discussed in this section. 

2.1 Max-Plus Eigenvalues and Vectors 

The following operations are defined: a, b 𝑹𝜀, a  b := max(a, b) and a  b := a + b . In [1], [3], 

and [17] it is shown that (𝑹𝜀, , ) is an idempotent semifield. The algebraic structure 𝑹max: = ( 𝑹𝜀, , ) 
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is called max-plus algebra, which is then simply written as 𝑹max. Operation  and  on 𝑹max above can be 

extended to matrix operations in 𝑹max
𝑚×𝑛 [3]. 

Definition 1. (Eigenvalues and max-plus eigenvectors, [3][17][18][19]) 

Given A  𝑹max
𝑛×𝑛. Scalar  𝑹max   called eigenvalues max-plus matrix A if there is a vector v  𝑹max

𝑛  with v 

 1nε  so that A v =  v. Vector v said called the max-plus eigenvectors of the matrix A corresponds to . 

Theorem 2. (Existence of Eigenvalues [1][2][3][17]) 

Given A 𝑹max
𝑛×𝑛. Scalar max (A) = ⊕ (

1

𝑘
 trace(𝐴⊗𝑘

))𝑛
𝑘=1 , namely the maximum average weight of an 

elementary circuit in G (A), is a max-plus eigenvalue of the matrix A, where 𝑡𝑟𝑎𝑐𝑒(𝐴⊗𝑘
) = ⊕ (𝐴⊗𝑘

)𝑖𝑖
𝑛
𝑖=1 . 

 

In the proof of Theorem 2 [3] it is explained that if the points 𝑖 form an arc in the critical circuit, then 

the 𝑖-th column of the matrix 
*B  is the max-plus eigenvector of the matrix A which corresponds to the 

eigenvalue max (A), where the matrix B = −max (A) A, and B * = E B ... 
1−n

B . This eigenvector is 

called the max-plus fundamental eigenvector corresponding to the max-plus eigenvalue max (A). It is also 

explained that the max-plus linear combination of the max-plus fundamental eigenvectors of matrix A is also 

the max-plus eigenvector corresponding to max (A). 

It is further [3] explained that a matrix is said to be irreducible if its weight graph is strongly connected, 

which then has a single max-plus algebraic eigenvalue, namely max (A), with a fundamental eigenvector v 

where iv     for each 𝑖 ∈ {1, 2, ..., n}. This situation corresponds to the real situation, where the initial 

departure time is finite. Furthermore, to be realistic, the initial departure time of the customer must be non-

negative. For this reason, it is necessary to modify the fundamental eigenvector v so that all its components 

are non-negative. The vector is formed v * =  v, with  = −min
𝑖

(𝑣𝑖), for 𝑖 = 1, 2, ..., 𝑛, which are called the 

max-plus initial eigenvectors. 

2.2 Closed Series Queuing Network 

Next, consider a closed series (closed tandem) queue network with n single-serves [4], [3], [5] as shown 

in Figure 1 below. 

 

 

 

 

 

 

 

The basic assumptions in this network are as follows: 

1. The queue buffer capacity is infinite. 

2. Queues work on the First-In First-Out (FIFO) principle. 

3. The movement of customers from one queue to the next queue does not require time. 

4. Customers must queue from start to finish in sequence to receive service from each waiter. 

One cycle of network service is the process from the customer entering the 1st server buffer to leaving 

the nth server. After the completion of service at the 𝑛-th server, the customer returns to the first queue for a 

new cycle of network service. At the beginning of the observation, all servers are not providing service, where 

the buffer at the 𝑖-th server contains 1 customer for each 𝑖 = 1, 2, ..., 𝑛. In Figure 1 above, gives the initial 

state of the closed series queue network in question, with customers denoted by “•”. 

1 2 

   •     •    • 

n 

Figure 1.  Closed Series Queue Network 
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Closed series queue networks can be found in assembly plant systems, such as car assembly or 

electronic goods. The customers in this system are pallets while the service is the assembly machine. The 

pallet in question is a kind of table or place where components or semi-finished goods are placed and move 

to visit the assembly machines. Initially, a pallet 1 enters the 1st machine support, then enters the 1st machine 

and the 2nd pallet enters the 1st machine support. In this 1st machine, the components are placed and prepared 

to be assembled on the next machine. Next, the 1st pallet enters the 2nd machine support and the 2nd pallet 

enters the 1st machine. And so on for the n available pallets, so that a state is achieved as in Figure 2 above, 

where the initial state of observation is achieved. After the assembly is completed on the nth machine, the 

assembled goods will leave the network, while the pallet carrying them will return to the 1st machine support, 

to start a new cycle of network service, and so on. 

Suppose that 

𝑎𝑖(𝑘)  = the arrival time of the 𝑘-th customer at the 𝑖-th server, 

𝑑𝑖(𝑘)  = time of departure of the 𝑘-th customer from the 𝑖-th server, 

𝑡𝑖   = service time at the 𝑖-th server. 

for 𝑘 = 1, 2, ... and 𝑖 = 1, 2, ..., 𝑛. Furthermore, the queue dynamics at the server 𝑖, as discussed in [4], can be 

expressed in the following equation 

𝑑(𝑘) = 𝐴⨂𝑑(𝑘 − 1) (1) 

with A = T ( G E ) = 

[
 
 
 
 
𝑡1 𝜀 ⋯ 𝜀 𝑡1
𝑡2 𝑡2 𝜀 ⋯ 𝜀
𝜀 ⋱ ⋱  ⋮
⋮  𝑡𝑛−1 𝑡𝑛−1 𝜀
𝜀 ⋯ 𝜀 𝑡𝑛 𝑡𝑛]

 
 
 
 

.  

Equation (1) above is a dynamic model of the queue network. In it [3] is discussed that if the fastest 

initial departure time of the customer is an eigenvector of matrix A, then the customer departure time for each 

service can occur periodically with a period size equal to the eigenvalue of matrix A. Furthermore, the fastest 

initial departure time discussed is an eigenvector of matrix A, so that the system is periodic from the 

beginning. 

This study uses a literature study method supported by computer computing and mathematical studies. 

This study is a study based on literature studies that include relevant theoretical studies and conducts model 

analysis by conducting simulations assisted by computer computing applications [20], [21], [22]. In the 

simulation stage related to technical calculations, the study will use the assistance of the Scilab 5.5.2 

Computer Program [23] with Toolboxes MAXPLUSV04032016 [24]. From the results of computer 

simulations for various situations, assumptions will then emerge that can provide an overview of the research 

results. The results of the study are in the form of mathematical explanations related to the answers to research 

problems. 

The important equation in this study is the max-plus algebraic matrix equation that models the 

following closed serial queuing network model [4].  

 

𝑑(𝑘) = 𝐴⨂𝑑(𝑘 − 1) 

 

with A == 

[
 
 
 
 
𝑡1 𝜀 ⋯ 𝜀 𝑡1
𝑡2 𝑡2 𝜀 ⋯ 𝜀

𝜀 ⋱ ⋱ ⋮
⋮ 𝑡𝑛−1 𝑡𝑛−1 𝜀
𝜀 ⋯ 𝜀 𝑡𝑛 𝑡𝑛]

 
 
 
 

, 

 

𝑑𝑖(𝑘)  = time of departure of the k-th customer from the 𝑖-th server, 

𝑡𝑖   = service time at the 𝑖-th server, 

:  = −, 

for 𝑘  = 1, 2, ... and 𝑖 = 1, 2, ..., 𝑛 . 
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The research steps are as follows. This research will analyze the problem of delay time in a closed 

serial queuing network [3][25], using max-plus algebra. The research begins by re-studying the modeling and 

analysis of a simple railway network with a delay time in [11], then the ideas are tried to be applied to a 

closed serial queuing network. Furthermore, an understanding of the problem of delay time in a closed serial 

queuing network is given. Then an analysis is carried out for various delay situations, as well as efforts to 

return to the original periodic condition. The delay situations that will be analyzed include delays when all 

service times are the same and not the same for the three servers. A condition will be sought where the delay 

will return to normal by itself or not, after the system continues its activities for several stages. Related to 

this, in more detail, it will be analyzed, how long is the maximum delay time so that the network will run 

normally again or not. Not being able to run normally means that the delay that occurs will continue to spread 

or continue. The step of this research can be shown as a Figure 2 below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Procedure of the Research 

 

Based on Figure 2 above, there are two main stages in this research. The first stage is to model the 

closed series model of production system using max-plus algebra. In this research, the production network 

used is a production network with 3 servers. The resulting model is analyzed to determine a production 

scheduling system. Periodicity analysis is carried out by analyzing the eigen values and eigen vectors. The 

scheduling system computation is assisted by the Scilab 5.5.2 computer program. The second stage is to 

analyze the model of the production system if delays occur. Various delay variations are simulated in the 

system. The impact of delays is analyzed on the original scheduling. In this research, the delay conditions are 

investigated which allow the scheduling system to return to normal and the system to experience delay 

propagation. 

3. RESULTS AND DISCUSSION 

The closed series queue network is discussed along with its dynamics and modeling using max-plus 

algebra. Furthermore, several special results of the simulation of the dynamics of the queue network with 

delay time are discussed by taking 3 servers and several cases of delay time. From the results of the special 

case simulation, it is generalized for the case of n servers and provides conjectures and discussions related to 

certain cases of delay time. 

3.1 Eigenvalues and Eigenvectors of Max-Plus Algebra for a Queuing System with 3 Servers 

Consider the closed series queue network as above by taking only 3 servers, with their service times 

respectively 𝑡1, 𝑡2and 𝑡3, so that the matrix in Equation (1) above becomes  

A = [

𝑡1 𝜀 𝑡1
𝑡2 𝑡2 𝜀
𝜀 𝑡3 𝑡3

].  

Closed Serial 

Production 

System Models 

Max-plus Algebra 

Models 

Normal System 

System with Delay 

Return to Normal Delay Propagation 

Scheduling System 

Assisted by Scilab 

Computer Program 

(Computation) 

Find out the 

condition 
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According to Theorem 2 and its explanation in it [3] can be concluded that the largest element in 

matrix A is the max-plus eigenvalue of matrix A. Thus, the max-plus eigenvalue of matrix A is the longest 

service time among the services in the queue network system above. 

Next, we review four possible service time values as follows: 

i) For 𝒕𝟏 = 𝒕𝟐 = 𝒕𝟑 

According to the explanation above, the eigenvalue of matrix A is max ( A ) = 𝑡1= 𝑡2= and 𝑡3the 

fundamental eigenvector is  

v = [
0
0
0
]= v *.  

Suppose d (0) = v * = [
0
0
0
], then  

d (1) = A d (0) = A v * =𝑡1  v *,  

 

d (2) = A d (1) = 2 (𝑡1 v *), ..., 

d (k) = k 𝑡1 [
0
0
0
], for k = 1, 2, 3, ... 

 

ii) For max{𝒕𝟏, 𝒕𝟐, 𝒕𝟑} = 𝒕𝟏 

We obtained by the eigenvalue of matrix A is max (A) = 𝑡1 and the fundamental eigenvector is  

 

v = [
0

−2𝑡1 + 2𝑡2
−2𝑡1 + 𝑡2 + 𝑡3

],  

Thus, the initial max-plus eigenvector is v * = [
2𝑡1 − 𝑡2 − 𝑡3

𝑡2 − 𝑡3
0

].  

If we take d (0) = v * = [
2𝑡1 − 𝑡2 − 𝑡3

𝑡2 − 𝑡3
0

],  

 

then we get d (k) = k 𝑡1 [
2𝑡1 − 𝑡2 − 𝑡3

𝑡2 − 𝑡3
0

], for k = 1, 2, 3, .... 

 

iii) For max{𝒕𝟏, 𝒕𝟐, 𝒕𝟑} = 𝒕𝟐 

 

We obtained by the eigenvalue of matrix A is max (A) = 𝑡2 and the fundamental eigenvector is 

 

v = [

𝑡1 − 2𝑡2 + 𝑡3
0

−2𝑡2 + 2𝑡3

]  

Thus, that the initial eigenvector max-plus is v * = [
0

−𝑡1 + 2𝑡2 − 𝑡3
−𝑡1 + 𝑡3

]. 

If we take d (0) = v * = [
0

−𝑡1 + 2𝑡2 − 𝑡3
−𝑡1 + 𝑡3

],  

 

then we get d (k) = k 𝑡2 [
0

−𝑡1 + 2𝑡2 − 𝑡3
−𝑡1 + 𝑡3

], for k = 1, 2, 3, .... 
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iv) For max{𝒕𝟏, 𝒕𝟐, 𝒕𝟑}  =  𝒕𝟑 

We obtained by the eigenvalue of matrix A is max (A) = 𝑡3 and the fundamental eigenvector is  

 

v = [
𝑡1 − 𝑡3

𝑡1 + 𝑡2 − 2𝑡3
0

],  

Thus, the initial max-plus eigenvector is v * = [

−𝑡2 + 𝑡3
0

−𝑡1 − 𝑡2 + 2𝑡3

].  

 

If we take d (0) = v * = [

−𝑡2 + 𝑡3
0

−𝑡1 − 𝑡2 + 2𝑡3

],  

 

then we get d (k) = k 𝑡3 [

−𝑡2 + 𝑡3
0

−𝑡1 − 𝑡2 + 2𝑡3

], for k = 1, 2, 3, ... 

 

Next, we will discuss the problem of customer departure delays from the normal schedule that has been 

determined based on the initial eigenvector. To simplify the discussion, it is assumed that the delay occurs 

since the beginning of the departure, although the delay can occur at any time for a certain 𝑘. 

3.2 Departure Time Delay for System with 𝒕𝟏 = 𝒕𝟐 = 𝒕𝟑 

Suppose a delay occurs at the 1st server, amounting to 1 unit of time (u.t), then the initial departure time 

vector becomes  

v * 1  = [
1
0
0
], and the next departure time is 

d 1 (1)  =[

𝑡1 𝜀 𝑡1
𝑡1 𝑡1 𝜀
𝜀 𝑡1 𝑡1

]  [
1
0
0
] = [

𝑡11

𝑡11
𝑡1

] = 𝑡1 [
1
1
0
],  

d 1 (2)  = [

𝑡1 𝜀 𝑡1
𝑡1 𝑡1 𝜀
𝜀 𝑡1 𝑡1

]  [
𝑡11

𝑡11
𝑡1

] = [

2𝑡11

2𝑡11

2𝑡11
] = 2 𝑡1 [

1
1
1
], ...,  

d 1 (k)  = k 𝑡1 [
1
1
1
], for k = 2, 3, ....  

Furthermore, it is obtained that  

d 1 (k) − d (k) = [
1
1
1
]. 

This means that starting at 𝑘 = 2, the system will continue to be 1 unit late for all services on subsequent 

departures. The same can happen for delays on the 2nd and 3rd service, or on all three services 

simultaneously. More generally, this also applies to delays of h u.t. 

Table 1. Simulation for 𝒕𝟏 = 𝒕𝟐= 𝒕𝟐= 3 

Normal Condition 𝒕𝟏 with 1 u.t late Late − Normal 

k 0 1 2 3 4 … k 0 1 2 3 4 … k 0 1 2 3 4 … 

d1 0 3 6 9 12 … d1 1 4 7 10 13 … d1 1 1 1 1 1 … 

d2 0 3 6 9 12 … d2 0 4 7 10 13 … d2 0 1 1 1 1 … 

d3 0 3 6 9 12 … d3 0 3 7 10 13 … d3 0 0 1 1 1 … 
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3.3 Departure Time Delay for System where max{𝒕𝟏, 𝒕𝟐, 𝒕𝟑} = 𝒕𝟑 

The following will discuss the problem of network system delay where max{ 𝑡1, 𝑡2, 𝑡3} = 𝑡3. The 

delay for the network system where max{𝑡1, 𝑡2, 𝑡3} = 𝑡1and max{𝑡1, 𝑡2, 𝑡3} = 𝑡2can be done in the same 

way. 

Suppose the delay occurs at the 3rd server of 1 u.t, then 

𝒅31 = v * 31 =  [

−𝑡2 + 𝑡3
0

−𝑡1 − 𝑡2 + 2𝑡31
] 

𝒅31 (1)  = [

𝑡1 𝜀 𝑡1
𝑡2 𝑡2 𝜀
𝜀 𝑡3 𝑡3

]  [

−𝑡2 + 𝑡3
0

−𝑡1 − 𝑡2 + 2𝑡31
] = [

−𝑡2 + 2𝑡31
𝑡3

−𝑡1 − 𝑡2 + 3𝑡31
] = 𝑡3  [

−𝑡2 + 𝑡31
0

−𝑡1 − 𝑡2 + 2𝑡31
] 

𝒅31 (2)  = [

𝑡1 𝜀 𝑡1
𝑡2 𝑡2 𝜀
𝜀 𝑡3 𝑡3

]  [

−𝑡2 + 2𝑡31
𝑡3

−𝑡1 − 𝑡2 + 3𝑡31
] = [

−𝑡2 + 3𝑡31
2𝑡31

−𝑡1 − 𝑡2 + 3𝑡31
] = 2𝑡3  [

−𝑡2 + 𝑡31
1

−𝑡1 − 𝑡2 + 2𝑡31
]  

𝒅31 (k)  = 𝑘 𝑡3  [

−𝑡2 + 𝑡3
0

−𝑡1 − 𝑡2 + 2𝑡3

]  [
1
1
1
], for k = 2, 3, 4, ... 

It was further obtained that  

𝒅31 (k) − d (k) = [
1
1
1
]. 

This means that the system will continue to be 1 u.t late for subsequent departures. Thus, it seems that 

a delay on the server with the larger service time, where this larger service time is also an eigenvalue, which 

is also the departure period, will cause the system to continue to be late. More generally, this also applies to 

a delay of h u.t on the server with the larger time. 

Table 2. Simulation for 𝒕𝟏 = 𝟏, 𝒕𝟐= 2,𝒕𝟑 = 𝟑 

Normal Condition 𝒕𝟑 with 1 u.t late Late − Normal 

k 0 1 2 3 4 … k 0 1 2 3 4 … k 0 1 2 3 4 … 

d1 1 4 7 10 13 … d1 1 5 8 11 14 … d1 0 1 1 1 1 … 

d2 0 3 6 9 12 … d2 0 3 7 10 13 … d2 0 0 1 1 1 … 

d3 3 6 9 12 15 … d3 4 7 10 13 16 … d3 1 1 1 1 1 … 

 

Then, suppose a delay occurs at the 1st and 2nd service, where the service time is smaller, with a 

delay of −𝑡1 − 𝑡2 + 2𝑡3 u.t, then the initial departure time vector becomes  

v * h = 𝒅ℎ(0) = [

−𝑡1 + −2𝑡2 + 3𝑡3
−𝑡1 − 𝑡2 + 2𝑡3
−𝑡1 − 𝑡2 + 2𝑡3

], so the next departure time is 

𝒅ℎ  (1)  = [

𝑡1 𝜀 𝑡1
𝑡2 𝑡2 𝜀
𝜀 𝑡3 𝑡3

]  [

−𝑡1 + −2𝑡2 + 3𝑡3
−𝑡1 − 𝑡2 + 2𝑡3
−𝑡1 − 𝑡2 + 2𝑡3

] = [

−2𝑡2 + 3𝑡3
−𝑡1 − 𝑡2 + 3𝑡3
−𝑡1 − 𝑡2 + 3𝑡3

] = 𝑡3  [

−2𝑡2 + 2𝑡3
−𝑡1 − 𝑡2 + 2𝑡3
−𝑡1 − 𝑡2 + 2𝑡3

] 

𝒅ℎ  (2)  = [

𝑡1 𝜀 𝑡1
𝑡2 𝑡2 𝜀
𝜀 𝑡3 𝑡3

]  [

−2𝑡2 + 3𝑡3
−𝑡1 − 𝑡2 + 3𝑡3
−𝑡1 − 𝑡2 + 3𝑡3

] = [

−𝑡2 + 3𝑡3
−𝑡1 + 3𝑡3

−𝑡1 − 𝑡2 + 4𝑡3

] = 2𝑡3  [

−𝑡2 + 𝑡3
−𝑡1 + 𝑡3

−𝑡1 − 𝑡2 + 2𝑡3

] 

𝒅ℎ  (3)  = [

𝑡1 𝜀 𝑡1
𝑡2 𝑡2 𝜀
𝜀 𝑡3 𝑡3

]  [

−𝑡2 + 3𝑡3
−𝑡1 + 3𝑡3

−𝑡1 − 𝑡2 + 4𝑡3

] = [

−𝑡2 + 4𝑡3
−𝑡1 + 𝑡2 + 3𝑡3
−𝑡1 − 𝑡2 + 5𝑡3

] = 3𝑡3  [

−𝑡2 + 𝑡3
−𝑡1 + 𝑡2

−𝑡1 − 𝑡2 + 2𝑡3

] 
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𝒅ℎ  (4)  = [

𝑡1 𝜀 𝑡1
𝑡2 𝑡2 𝜀
𝜀 𝑡3 𝑡3

]  [

−𝑡2 + 4𝑡3
−𝑡1 + 𝑡2 + 3𝑡3
−𝑡1 − 𝑡2 + 5𝑡3

] = [

−𝑡2 + 5𝑡3
4𝑡3

−𝑡1 − 𝑡2 + 6𝑡3

] = 4𝑡3  [

−𝑡2 + 𝑡3
0

−𝑡1 − 𝑡2 + 2𝑡3

] 

...  

𝒅ℎ  (k)  = 𝑘 𝑡3  [

−𝑡2 + 𝑡3
0

−𝑡1 − 𝑡2 + 2𝑡3

], for k = 4, 5, 6, ... 

Next, d h (k) is obtained d (k) = 0, for k = 4, 5, 6, .... This means that the system will return to normal 

on the next departure. This also applies to delays smaller than −𝑡1 − 𝑡2 + 2𝑡3 u.t. 

Table 3. Simulation for 𝒕𝟏 = 𝟏, 𝒕𝟐= 2, 𝒕𝟑 = 𝟑 

Normal Condition 𝒕𝟏,  𝒕𝟐 with 3 u.t late Late − Normal 

k 0 1 2 3 4 … k 0 1 2 3 4 … k 0 1 2 3 4 … 

d1 1 4 7 10 13 … d1 4 5 7 10 13 … d1 3 1 0 0 0 … 

d2 0 3 6 9 12 … d2 3 6 8 10 12 … d2 3 3 2 1 0 … 

d3 3 6 9 12 15 … d3 3 6 9 12 15 … d3 0 0 0 0 0 … 

Then, suppose a delay occurs at the 1st service, which has a smaller service time, with a difference of 

−𝑡1 − 𝑡2 + 2𝑡31 u.t, then the initial departure time vector becomes 

v * = 𝒅ℎ+1(0) = [

−𝑡1 + −2𝑡2 + 3𝑡31
−𝑡1 − 𝑡2 + 2𝑡3
−𝑡1 − 𝑡2 + 2𝑡3

], 

in the same way as in the previous explanation, it can be shown that 

𝒅ℎ+1 (k) = 𝑘 𝑡3  [

−𝑡2 + 𝑡3
0

−𝑡1 − 𝑡2 + 2𝑡3

]  [
1
1
1
], for k = 4, 5, 6, ....  

Next, we obtain 

𝒅ℎ+1 (k) − d (k) = [
1
1
1
], for k = 4, 5, 6, .... 

This means that the system will continue to be 1 u.t late for subsequent departures. Likewise in general 

for a delay of−𝑡1 − 𝑡2 + 2𝑡3 ℎ on the 1st and 2nd service, there will be a delay of h units on subsequent 

departures. 

4. CONCLUSIONS 

From the discussion above, the following conclusions can be drawn. The max-plus eigenvalue of a 

closed series queuing network of 3 servers, which is also the periodicity of network dynamics, is the largest 

service time of a server in the network. Delays in servers with the largest service time will continue to 

propagate to subsequent scheduling. Delays in servers whose service time is not the maximum can still be 

tolerated, if the delay does not exceed the size of the element in the initial max-plus eigenvector, which 

corresponds to its largest service time. In this case, the system will be able to return to normal according to 

the original schedule, after undergoing a maximum of 4 stages of the service process since the beginning of 

the delay. While delays that exceed this will cause the network scheduling to be late and will continue to 

propagate to subsequent services. 
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