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Article Info ABSTRACT 

Article History: 
An earthquake is a sudden vibration on the earth's surface caused by the shifting of 

tectonic plates. One region in Indonesia that is particularly prone to earthquakes is 

Sumatra Island, due to its geographical location at the convergence of two tectonic plates, 

namely the Indo-Australian plate, which is actively subducting beneath the Eurasian 

plate. While earthquakes cannot be prevented or avoided, effective disaster mitigation 

strategies can help minimize the impact. The purpose of this research is to classify 

earthquake-prone areas on Sumatra Island based on depth and magnitude, allowing for 

further analysis to determine the characteristics of the clustering results. The study 

employs two clustering methods to analyze earthquake data from 1973 to 2024: the K-

means and Self-Organizing Maps (SOM) algorithm. K-means algorithm is preferred for 

its simplicity and efficiency in handling large datasets, and suitability for numerical 

earthquake data analysis. Conversely, the SOM algorithm offers more stable clustering 

results and preserves the topological structure of the data, making it advantageous for 

exploring spatial patterns. The research findings indicate that the K-means algorithm 

provides better grouping, achieving a Silhouette Coefficient of 0.53, compared to 0.47 for 

the SOM algorithm. The K-means clustering resulted in two clusters: Cluster 1 contains 

1,213 members and is characterized by shallow depths (3.9 km-41 km) and larger 

magnitudes (5 𝑚𝑏- 8.92 𝑚𝑏), indicating a higher risk level. In contrast, Cluster 2 includes 

412 members and represents areas with greater depths (40.8 km-70 km) and smaller 

magnitudes (5 𝑚𝑏- 6.85 𝑚𝑏), corresponding to a lower risk level. This research aims to 

support the government in its earthquake disaster mitigation efforts, especially on 

Sumatra Island. 
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1. INTRODUCTION 

An earthquake is a vibration originating from within the earth that propagates to the surface, caused by 

sudden and violent shifts in the earth’s crust. It can result from various geological activities, including tectonic 

movements, volcanic eruptions, meteorite impacts, underwater landslides, or underground explosions [1]. 

Earthquakes are among the most frequent natural disaster in Indonesia [2]. It is primarily due to the country’s 

location at the convergence of three major tectonic plates and nine smaller plates, forming a highly complex 

and active tectonic region. One of the most earthquake-prone areas in Indonesia is the island of Sumatra. This 

vulnerability is attributed to the island’s geographical conditions, which include active faults, volcanic paths, 

and subduction zones [3]. According to the Ministry of Energy and Mineral Resources, 6 of the 25 

earthquake-prone areas in Indonesia are located in Sumatra. These areas include Aceh, Jambi, Bengkulu, 

Lampung, West Sumatra, and North Sumatra. Data from the Indonesian Meteorology, Climatology, and 

Geophysics Agency (BMKG) indicates that between 2009 and 2018, Sumatra experienced 5,937 earthquakes, 

with 36% of these classified as large-magnitude events. 

Earthquakes are natural disasters that cannot be prevented or avoided. Therefore, disaster mitigation is 

essential to minimize the impact. According to Article 1, Section 6 of Government Regulation No. 21 of 2008 

regarding the Implementation of Disaster Management, disaster mitigation refers to a series of efforts aimed 

at reducing disaster risk through physical development, raising awareness, and enhancing the capacity to 

confront disaster threats. One form of mitigation involves identifying and classifying earthquake-prone areas 

using earthquake-related variables. This grouping can be carried out using clustering techniques [4]. 

Clustering is the process of organizing data into several groups or clusters. In this process, data within 

each group has a high level of similarity, while data between different groups shows minimal similarity [5]. 

There are several grouping methods including partition methods and model-based methods. Partition-based 

methods, divide the data into K parts, where each part represents a group [6]. A popular and frequently used 

partition algorithm is K-means. On the other hand, model-based methods include neural network approaches, 

one of the most prominent being Self-Organizing Maps (SOM). 

According to [7], the K-means algorithm is effective for processing large datasets, making it suitable 

for application to earthquake data, which often consists of a substantial volume of records. K-means is also 

widely recognized for the simplicity of its algorithm. However, this algorithm has shortcomings in 

determining centroid or cluster center, as the initial selection is made randomly. This randomness can lead to 

varying clustering results depending on the initial starting points [8]. In contrast, the SOM algorithm provides 

a more stable approach to clustering, as it tends to generate fewer branches where the group center value 

remains consistent across each neuron, and cluster assignment is determined by the minimum distance 

between the input data and the neurons [9]. Nevertheless, the SOM algorithm typically requires longer 

training time and involves more complex computations [10]. 

Both K-means and SOM algorithms have been successfully applied in previous studies related to 

earthquake data clustering. For instance, research by [11], [12], and [13] applied the K-means algorithm to 

group earthquake-prone areas in Bengkulu, Java Island, and across Indonesia, respectively. Additionally, 

studies utilizing the SOM algorithm include those by [14], who used earthquake data from across Indonesia, 

and by [15], who analyzed earthquake data along the South Coast of Java and Lampung. However, these 

studies mainly focused on earthquake magnitudes without a detailed consideration of the earthquake source 

depth, such as whether the events were shallow, medium, or deep. 

Based on the background and previous research, this study aims to compare the performance of the K-

means and SOM algorithms in clustering earthquake data from Sumatra Island, with a focus on key variables 

such as earthquake depth and magnitude. This research incorporates updated data up to 2024, emphasizing 

shallow earthquakes (≤70 km) due to their proximity to the earth’s surface, which result in stronger ground 

shaking and more severe damage. Additionally, only earthquakes with magnitudes equal to or greater than 

5.0 𝑚𝑏 are included, as these are more likely to have significant impacts. The objective is to provide a 

comprehensive comparison of the two clustering methods and determine which algorithm performs better 

using the Silhouette Coefficient (SC) as a performance metric. Furthermore, it produces detailed visual maps 

of the clustering results to address the lack of visual representations of earthquake-prone areas on Sumatra 

Island, offering valuable insights to inform disaster mitigation efforts and future urban planning in high-risk 

regions. 
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2. RESEARCH METHODS 

2.1 Dataset 

The dataset used in the study is secondary data obtained from the United States Geological Survey 

(USGS) website (https://earthquake.usgs.gov/earthquakes/search/). It consists of 1,625 earthquake 

occurrence records on Sumatra Island from January 1973 to December 2024, comprising three variables: 

depth, magnitude, and geographic location. This study focuses on shallow earthquakes (depth ≤ 70 km), as 

they occur closer to the earth’s surface and are therefore more likely to produce intense ground shaking and 

significant damage. Additionally, only earthquake with a magnitude of 𝑀 ≥ 5.0 𝑚𝑏 are included, since events 

of this scale are considered to have substantial impacts. The sample of dataset is shown in Table 1. 

Table 1. Sample of Earthquake Data on Sumatra Island 

Location Depth (km) Magnitude (𝒎𝒃) 

79 km WNW of Bengkulu, Indonesia 59.84 5.00 

95 km SSW of Sibolga, Indonesia 64.77 5.10 

253 km S of Sinabang, Indonesia 8.00 5.86 

103 km SSW of Pagar Alam, Indonesia 53.39 5.00 

82 km WNW of Meulaboh, Indonesia 61.14 5.20 

Data source: https://earthquake.usgs.gov/earthquakes/search/ 

2.2 Theoretical Review 

2.2.1 Elbow Method 

The elbow method is a method used to produce information in determining the best number of clusters 

by looking at the percentage of the comparison between the number of clusters that will form an elbow at a 

point [16]. If the value of the first cluster and the value of the second cluster create a noticeable angle on the 

graph, or if there is a significant reduction in value, this indicates that the chosen number of clusters is 

appropriate. The comparison is obtained by calculating the Sum of Square Error (SSE) for each cluster value, 

and it decreases as the number of group K increases. The elbow rule can give a suggestion for selecting the 

value of K based on the analysis of SSE image [17]. The SSE for each K value is calculated using Eq. (1). 

𝑆𝑆𝐸 =  ∑ ∑ |𝑥𝑖 − 𝑐𝑘|2

𝑥𝑖∈𝑆𝑘

𝐾

𝑘=1

, (1) 

with 

𝐾   : number of clusters 

𝑥𝑖   : 𝑖-th data  

𝑐𝑘  : 𝑘-th centroid (center of cluster)  

𝑆𝑘  : 𝑘-th cluster 

|𝑥𝑖 − 𝑐𝑘|   : distance between members of cluster with centroid 

2.2.2 K-Means Algorithm 

K-means is one of the most widely used clustering techniques due to its simplicity of implementation 

and its effectiveness [18]. In the K-means algorithm, each cluster is represented by a centroid (a group center), 

and each data point is assigned to the cluster with the nearest centroid. The steps of the K-means algorithm 

are as follows [6]: 

1. Determine K as the number of clusters to be formed. 

2. Select the initial centroids for the K clusters. 

3. Calculate the distance from each data point to each centroid using a similarity measure; the most 

common measure used is Euclidean distance which is calculated using Eq. (2). 

𝑑 = √∑(𝑥𝑖 − 𝑐𝑖)2

𝑛

𝑖=1

, (2) 

with 

https://earthquake.usgs.gov/earthquakes/search/
https://earthquake.usgs.gov/earthquakes/search/
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𝑑  : Euclidean distance 

𝑥𝑖 : i-th data  

𝑐𝑖  : i-th centroid  

𝑛   : the number of objects that are members of the group. 

4. Assign each data point to the nearest centroid. Each object is declared as a group member by 

measuring the distance of its proximity to the center point of the group. 

5. Recalculate the centroid of each cluster based on the new group members with Eq. (3). 

𝑐𝑖 =
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
, (3) 

with 

𝑐𝑖 : i-th centroid 

𝑥𝑖 : i-th data 

𝑛 : the number of objects that are members of the group. 

6. Repeat steps 3-5 until no data points change clusters. 

2.2.3 Self-Organizing Maps (SOM) Algorithm 

The SOM algorithm is a type of unsupervised learning commonly used as a clustering tool. This 

technique is trained using an unsupervised method and is capable of organizing different kinds of inputs by 

the data samples into groups of the cluster with several characteristics [19]. SOM requires the initialization 

of several parameters in its early stages, including the learning rate, neighborhood function, and map size. 

Learning rate is a multiplier that influences the adjustment of connection weights, typically ranging 

from 0 to 1. A higher learning rate results in faster adaptation of the weights, meaning the input vector has a 

greater influence on the weight changes. Over time, the learning rate gradually decreases with each iteration. 

As it approaches zero, weight updates become smaller, enabling better mapping of input vectors [20]. 

Neighborhood function determines the degree of weight adjustment for neurons surrounding the 

winning neuron (the neuron closest to the input vector). It proportionally affects how neighboring neurons 

update their weights in relation to the winner. The most commonly used function is the Gaussian 

Neighborhood [21], which applies a decreasing influence based on the distance from the winning neuron. 

Gaussian functions are considered more reliable because different initializations often converge to the same 

map structure.  

In clustering applications, the map size represents the number of output nodes, which can correspond 

to the number of resulting clusters. The map size is influenced by the number of input samples and the number 

of variables in the data. If the map is too small, the data may not be distributed accurately or evenly across 

the nodes. Therefore, the optimal map size is typically determined through trial and error until the best result 

is achieved [22]. 

The stages of the SOM algorithm for grouping are as follows [23]: 

1. Initialize the following parameters: map size, weight 𝑤𝑖𝑗, learning rate (α), neighborhood radius 

(𝜎), and maximum iterations (T). 

2. Perform steps 3-9 if the stop condition has not been met. 

3. Perform steps 4-6 for each input vector 𝑥𝑖 (𝑖 = 1, … , 𝑛). 
4. Calculate the Euclidean distance between the weight 𝑤𝑖𝑗 and the input vector 𝑥𝑖 for each neuron 

𝑗    (𝑗 = 1, … , 𝑚) using Eq. (4). 

𝑫(𝒋) = √∑(𝒘𝒊𝒋 − 𝒙𝒊)
𝟐

𝒏

𝒊=𝟏

, (𝟒) 

with 

𝒘𝒊𝒋 : weight that connects the input vector 𝒙𝒊 to unit 𝒚𝒋 

𝒙𝒊   : input vector. 

5. Determine the Best Matching Unit (BMU) or winning neuron by selecting the vector that has the 

smallest Euclidean distance. 

6. Update the weight 𝑤𝑖𝑗 value of the BMU and each vector neighboring the BMU using (5). 
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𝒘𝒊𝒋(𝒕 + 𝟏) = 𝒘𝒊𝒋(𝒕) + 𝜶(𝒕)𝒉𝒊,𝒋
𝒄 (𝒕)[𝒙𝒊 − 𝒘𝒊𝒋(𝒕)] (𝟓) 

with 

𝒘𝒊𝒋(𝒕 + 𝟏)  : new weight 𝒘𝒊𝒋 

𝒘𝒊𝒋(𝒕)       : initial weight 𝒘𝒊𝒋 

𝜶(𝒕)   : learning rate 

𝒉𝒊,𝒋
𝒄 (𝒕)     : neighborhood function 

𝒕         : iteration. 

Neighborhood function (Gaussian Neighborhood) is formulated as Eq. (6). 

𝒉𝒊,𝒋
𝒄 (𝒕) = 𝒆𝒙𝒑 (−

𝒅𝒊,𝒋
𝒄 𝟐

𝟐𝝈𝟐(𝒕)
) , (𝟔) 

with 𝒅𝒊,𝒋
𝒄  is the Euclidean distance between BMU and neighboring neurons and 𝝈(𝒕) is the width 

or radius of the neighborhood. 

7. Update the learning rate so that it decreases as the training progresses, using  Eq. (7). 

𝜶(𝒕) = 𝜶𝟎 (𝟏 −
𝒕

𝑻
) , (𝟕) 

with 

𝜶𝟎 : initial learning rate  

𝒕   : iteration 

𝑻   : maximum iteration. 

8. Update the neighborhood radius so that the distance to neighboring vectors decreases  Eq. (8).  

𝝈(𝒕) =  𝝈𝟎 𝒆𝒙𝒑 (−
𝒕

𝑻
) , (𝟖) 

with 

𝝈𝟎 : initial neighborhood radius 

𝒕   : iteration 

𝑻   : maximum iteration. 

9. Test stopping conditions. The stop condition is carried out when the number of iterations is 

maximum. 

10. Perform grouping by calculating the Euclidean distance between the final weights and the input 

vectors, then identify the smallest distance to determine the final group. 

2.2.4 Silhouette Coefficient (SC) 

The SC is a method for validating the results of clustering analysis through internal validation, 

introduced by Rousseeuw in 1986. The SC provides a value that measures how well an object is positioned 

within its group and the degree of separation between different groups. In other words, SC evaluates whether 

an object properly belongs to its assigned group. Eq. (9) is used for determining SC [24]: 

𝑆𝐶 =
1

𝑛
∑

𝑏(𝑖) − 𝑎(𝑖)

max(𝑎(𝑖), 𝑏(𝑖))

𝑛

𝑖=1

, (9) 

with 

𝑎(𝑖) : the average distance of a specific object (𝑀𝑖) to all other objects in the same cluster 

𝑏(𝑖) : the average distance of the object (𝑀𝑖) to all objects in each cluster  

  (excluding the cluster containing 𝑀𝑖)  
𝑛 : amount of data. 

2.3 Research Steps 

In this research, Jupyter Notebook software is used with the Python programming language to help 

with the analysis. The following steps were taken throughout the study. 

1. Collected earthquake data on Sumatra Island from the USGS website. 
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2. Conducted descriptive analysis of the data. 

3. Performed data preprocessing, including checking missing values and normalizing data. 

4. Implemented clustering using the K-means algorithm. 

5. Implemented clustering using the SOM algorithm. 

6. Compared the clustering results of K-means and SOM using the SC. 

7. Identified the characteristics of each cluster. 

8. Mapped the best-performing cluster.  

3. RESULTS AND DISCUSSION 

3.1 Descriptive Statistics 

The dataset utilized in this study was sourced from the USGS website and comprises 1,625 earthquake 

events that occurred on Sumatra Island from 1973 to 2024. It includes key variables such as depth and 

magnitude. The descriptive statistics for this dataset are presented in Table 2. 

Table 2. Descriptive Statistics of Earthquake Data on Sumatra Island 

 Depth (km) Magnitude (𝒎𝒃) 

Mean 34.35 5.34 

Std. Deviation 14.19 0.41 

Minimum 3.90 5.00 

Median 33.00 5.20 

Maximum 70.00 8.92 

 

Table 2 shows that the average depth of earthquakes that occurred on Sumatra Island is 34.35 km, with 

an average magnitude of 5.34 mb. The depth ranges from 3.9 km to 70 km, while the magnitude ranges from 

5 mb to 8.92 mb. These figures indicate that the variables have significantly different maximum and minimum 

values. Therefore, data normalization is necessary to ensure that all variables operate on the same scale, 

preventing any single variable from disproportionately influencing the clustering results.  

The normalization method used in this study is Min-Max Scaling. This technique transforms features 

to a scale of [0, 1], ensuring that each variable contributes equally to the clustering process and preventing 

any single variable from dominating due to its original scale [25]. This normalization is essential for 

producing meaningful and unbiased clustering results. Table 3 presents the descriptive statistics of the dataset 

after normalization using the Min-Max Scaling method.  

Table 3. Descriptive Statistics After Min-Max Scaling Normalization 

 Depth (km) Magnitude (𝒎𝒃) 

Mean 0.46 0.09 

Std. Deviation 0.21 0.1 

Minimum 0 0 

Median 0.44 0.05 

Maximum 1 1 

Based on Table 3, the minimum value is 0 for both variables, while the maximum value is 1. The 

average value for the depth variable is 0.46, and for the magnitude variable is 0.09. These results confirm that 

the data has been standardized to the same scale, ensuring that no variable dominates the clustering process. 

Therefore, the dataset is now ready for the next stage, which is clustering analysis using the K-means and 

SOM algorithms. 

3.2 K-means Clustering 

Grouping using the K-means algorithm requires determining the number of clusters (K) in advance. 

The value of K significantly influences the clustering results, so selecting the most appropriate number of 

clusters is essential. There are several methods to determine the optimal K, and this study, the Elbow method 

is used. The elbow method involves calculating the SSE for different values of K, and then analyzing how 

the SSE changes as K increases. Table 4 presents the SSE values for K = 1 to K = 9. 
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Table 4. The Sum of Square Error Value 

K SSE   Difference 

1 92.70 - 

2 43.06 49.64 

3 27.85 15.21 

4 19.60 8.25 

5 15.35 4.25 

6 13.03 2.32 

7 10.88 2.15 

8 9.10 1.78 

9 8.10 1.00 

 

The method identifies the point where the SSE experiences the most significant drop. Based on Table 

4, the most substantial decrease in SSE occurs between 0 and 49.64, where the SSE drops by 43.06. This 

indicates that K = 2 is the optimal number of clusters. A plot of the SSE values against the number of clusters 

(K) is shown in Fig. 1 below. It is obtained that the optimal number of clusters is identified at K = 2, where 

the curve shows a noticeable bend or “elbow”, indicating a significant reduction in SSE to 43.06.  

 
Figure 1. Determining the Number of K using the Elbow Method  

The visualization results of the K-means algorithm clustering using Python are shown in Fig. 2. 

 
Figure 2. Results of clustering earthquake data on Sumatra Island using the K-means algorithm 
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The centroid of the results of clustering earthquake data on the island of Sumatra using the K-means 

algorithm after being returned to the initial data (denormalization) is shown in Table 5 below. 

Table 5. Center of Cluster K-means Algorithm  

Cluster Depth (km) Magnitude (𝒎𝒃) Number of Members 

1 39.44 5.37 1,213 

2 45.12 5.36 412 

Table 5 shows that the center of Cluster 1 has a smaller depth value (39.44 km) compared to Cluster 2 

(45.12 km), and slightly higher magnitude (5.37 𝑚𝑏) than Cluster 2 (5.36 𝑚𝑏). Cluster 1 also contains more 

members, with a total of 1,213 objects, while Cluster 2 consists of 412 objects.  

3.3 SOM Clustering 

Clustering using the SOM algorithm requires the initialization of several parameters, including map 

size, learning rate, neighborhood radius, maximum iterations, and initial weights. In this research, the 

Gaussian Neighborhood function is utilized. SOM clustering is implemented using the MiniSom library in 

Python. The parameter selection for modeling follows the default settings provided by MiniSom, such as a 

neighborhood radius of 1.0 and a learning rate of 0.5. In addition, a trial-and-error approach is applied to 

identify the combination of parameters that produces the best modeling based on the SC value.  

Table 6. Comparison of Self-Organizing Maps Algorithm Parameters 

Map Size Learning Rate Neighborhood Radius SC 

1×2 

0.3 

1.0 

0.36 

0.5 0.36 

0.7 0.36 

1×3 

0.3 

1.0 

0.46 

0.5 0.45 

0.7 0.32 

1×4 

0.3 

1.0 

0.46 

0.5 0.47 

0.7 0.46 

2×2 

0.3 

1.0 

0.46 

0.5 0.46 

0.7 0.46 

Based on the trials conducted in Table 6, the parameter initialization with the highest SC value is 0.47. 

The one-dimensional (1D) SOM can outperform the two-dimensional (2D) SOM, as demonstrated in the 

studies by Ramos et al. and Ullah et al. [26], [27]. This is because the 1D SOM adapts more easily to the 

distribution of the underlying dataset than to the 2D SOM. Furthermore, to determine the number of iterations 

based on cost-time considerations, more iterations require more time for computation. In this study, the 

maximum number of iterations was set to 500 times. The summary of the initial parameter settings is shown 

in Table 7. 

Table 7. Initialization of Self-Organizing Maps Algorithm Parameters 
Parameters Value 

Learning rate 0.5 

Neighborhood Function Gaussian 

Neighborhood Radius 1.0 

Map Size 1x4 

Number of Clusters 4 

Maximum Iteration 500 

The SOM algorithm clustering using Python’s visualization results produced 4 clusters, as shown in Fig. 3. 
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Figure 3. Results of Clustering Earthquake Data on Sumatra Island using the Self-Organizing Maps Algorithm 

From the results, we can see the number of members in each cluster. Cluster 2 has the most members 

which is 811 objects, followed by Cluster 1 with 305 members, Cluster 4 with 274 members, and Cluster 3 

with the fewest at 235 members.  

3.4 Comparison of Clustering K-means and SOM Algorithm  

The clustering results from the K-means and SOM algorithms are evaluated using the SC method. A 

higher SC value indicates better-defined and more cohesive clusters. Fig. 4 presents the python output 

displaying the SC values for the clustering results obtained from both the K-means and SOM algorithms.  

    
                                         (a)                                                                                 (b) 

Figure 4. Silhouette Coefficient Plot of (a) K-Means Algorithm and (b) Self-Organizing Maps Algorithm 

A summary of the comparison of the SC values for both algorithms is presented in Table 8 below. 

Table 8. Comparison of Silhouette Coefficient of (a) K-means Algoritm and (b) Self-Organizing Map Algorithm 

Algorithm Number of Clusters Silhouette Coefficient 

K-means 2 0.53 

SOM 4 0.47 

The clustering results in Table 8 indicate that an SC for the K-means algorithm is 0.53, which is higher 

than the value obtained for the SOM algorithm, which is 0.47. Based on these values, it can be concluded 

that the clustering results produced by the K-means algorithm are more optimal. The SC of 0.53 suggests 
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that the clusters formed are fairly strong and well-separated (reasonable clustering). Therefore, the K-means 

algorithm was selected for the final clustering of earthquake-prone areas on Sumatra Island. 

Using the K-means algorithm, two clusters were formed: Cluster 1 with 1,213 data points and Cluster 

2 with 412 data points. Table 9 provides descriptive statistics for both clusters, focusing on the variables of 

earthquake depth and magnitude. 

Table 9. Descriptive Statistics of K-means Algorithm Clustering Results 

Variable Category Cluster 1 Cluster 2 

Depth (km) 

Minimum 3.9 40.8 

Mean 27.64 54.11 

Maximum 41.0 70 

Magnitude (𝒎𝒃) 

Minimum 5.0 5.0 

Mean 5.37 5.24 

Maximum 8.92 6.85 

The analysis reveals a notable difference between the two clusters in terms of earthquake depth, while 

the magnitude differences are less pronounced. Cluster 1 is characterized by shallower earthquake depths 

and slightly higher magnitudes compared to Cluster 2. Specifically, the average magnitude in Cluster 1 is 

27.64 km, whereas Cluster 2 averages 54.11 km. The average magnitude in Cluster 1 is 5.37 𝑚𝑏, slightly 

higher than the 5.24 𝑚𝑏 in Cluster 2. These results suggest that Cluster 1 is more vulnerable to seismic 

activity and poses a greater risk than Cluster 2. The spatial distribution of the clusters identified using the K-

means algorithm is shown in Fig. 5. 

  

Figure 5. Map of Earthquake Clusters on Sumatra Island using the K-Means Algorithm  

Fig. 5 illustrates that Cluster 1, represented in red, indicates areas with a high risk of earthquake 

occurrences. This group is primarily located in the offshore areas of the Indian Ocean, to the west of Sumatra 

Island, encompassing high-risk regions such as Aceh, North Sumatra, West Sumatra, and Bengkulu. These 

areas have historically experienced significant seismic events, including the Bengkulu earthquake 

(magnitude 7.4) on February 14, 2001; the catastrophic Aceh earthquake (magnitude 9.0) on December 26, 

2004; the North Sumatra earthquake (magnitude 8.6) on March 28, 2005; the Mentawai Islands earthquake 

in West Sumatra (magnitude 7.8) on March 2, 2016; and the North Sumatra earthquake (magnitude 6.9) on 

March 14, 2022 [28]. Cluster 2, represented in yellow, corresponds to areas with a relatively lower seismic 

risk. These regions are mainly located inland or near the eastern part of Sumatra Island, including provinces 

such as Lampung, South Sumatra, Bangka Belitung, Jambi, Riau, and the Riau Islands. Although the seismic 

risk is lower in these regions, several notable earthquakes have still occurred, such as the Lampung 
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earthquake (magnitude 6.6) on February 16, 1994; the Jambi earthquake (magnitude 6.7) on October 7, 1995; 

and the South Sumatra earthquake (magnitude 5.4) on March 31, 2014 [28]. 

Shallow earthquakes, defined as seismic events occurring at depths of less than 70 km, tend to generate 

more intense ground shaking and cause greater damage compared to deeper earthquakes, especially when 

accompanied by large magnitudes. This heightened impact results from the proximity of the earthquake’s 

focus to the earth’s surface, which allows more seismic energy to reach the affected areas. The clustering 

analysis conducted in this study reveals that 74.6% of earthquakes on Sumatra Island fall into the high-risk 

category, while the remaining 25.4% are categorized as lower risk. These findings confirm that the majority 

of earthquakes in the region are shallow in nature, with depths less than 70 km and magnitudes equal to or 

greater than 5 𝑚𝑏. 

Although earthquakes are inherently unpredictable, this research is expected to support local 

authorities in enhancing their disaster mitigation strategies. These findings can serve as a scientific basis for 

strengthening preparedness efforts, such as reinforcing infrastructure resilience, improving early warning 

systems, and conducting regular public education campaigns. The identification of shallow and high-

magnitude earthquake patterns highlights the importance of spatial planning that incorporates seismic risk, 

particularly in vulnerable communities. Furthermore, integrating this information into regional development 

policies can help reduce the impact of future events and support more targeted mitigation and preparedness 

measures across Sumatra Island.  

4. CONCLUSION 

Based on the results of the analysis and discussion, it can be concluded that the K-means algorithm 

resulted in two clusters with an SC of 0.53, while the SOM algorithm produced four clusters with an SC of 

0.47. Since the Silhouette Coefficient evaluates how well each data point fits within its assigned cluster, and 

higher values indicate more coherent and well-separated clusters, the K-means algorithm demonstrated 

superior clustering performance. Therefore, from the standpoint of both clustering quality and interpretability, 

the K-means is considered the more suitable method for classifying earthquake-prone areas on Sumatra 

Island.  

Cluster 1, comprising 1,213 earthquake events, is characterized by shallower depths (3.9 km-41 km) 

and higher magnitudes (5𝑚𝑏-8.92 𝑚𝑏), indicating a higher level of seismic risk. Geographically, this cluster 

is predominantly located offshore in the Indian Ocean to the west of Sumatra Island, covering areas such as 

Aceh, North Sumatra, West Sumatra, and Bengkulu. Cluster 2, consisting of 412 earthquake events, is marked 

relatively deeper depths within the shallow earthquake category (40.8 km-70 km) and smaller magnitudes (5 

𝑚𝑏-6.85 𝑚𝑏), suggesting a lower risk level. This cluster is mainly situated near the mainland of Sumatra 

Island, including areas such as Lampung, South Sumatra, Bangka Belitung, Jambi, Riau, and the Riau Islands. 
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