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ABSTRACT

The number of poor people is an example of discrete or count data. One commonly used
regression model for count responses is the Negative Binomial regression. Regression
modeling with many predictor variables results in the problem of multicollinearity. This
condition causes the parameter estimator to become unstable. One method to overcome
this problem is to use the penalty function to optimize the selection of predictor variables.
This study aims to analyze the factors influencing the number of poor people in West Java
Province using Negative Binomial regression with the Smoothly Clipped Absolute
Deviation (SCAD) penalty function. The research data was sourced from the Central
Bureau of Statistics in 2022, covering 27 districts/cities in West Java Province with 21
predictor variables. The method applied selects variables and estimates parameters
simultaneously in the Negative Binomial regression model. Based on the AIC value, it
was found that the Negative Binomial penalized SCAD model (AIC = 628.12) had better
performance than the Negative Binomial regression model (AIC = 634.34). The Negative
Binomial penalized SCAD regression model yielded five significant predictor variables
with R? value of 92.8%. This model is simpler than the Negative Binomial regression
model with six predictor variables. The regional minimum wage, number of cooperatives,
percentage of the population who have health insurance, the pure college enroliment rate,
and non-food expenditure are important variables as factors affecting the number of poor
people in West Java Province.
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1. INTRODUCTION

Poverty is a condition of a person’s inability to meet basic daily needs, which include food and non-
food needs measured in terms of expenditure [1]. The number of poor people in Indonesia fluctuates from
year to year. The poor population in 2020 was around 26.42 million. This number then increased to 27.54
million people in 2021, or by approximately 1.12 million people from 2020, and in 2022 it decreased to
around 26.26 million people. The largest poor population in Indonesia is on the island of Java, one of which
is in West Java Province. According to Susenas data published by BPS (Central Bureau of Statistics) in 2022,
the number of poor people in West Java Province has reached 4,070.98 thousand people and occupies the
second position in the province with the largest poor population in Indonesia [2], [3].

Various factors can cause poverty, such as uneven economic development, low level of education,
inadequate employment, and so on [4]. Previous research modelling poverty using multiple regression
analysis found that levels of education, health, and asset ownership have a significant effect on poverty in
North Sulawesi [5]. Another study by Munira and Juliansyah found that population density and open
unemployment rates affect poverty in Aceh Province [6].

In this study, the researchers modeled data on the number of poor people in West Java Province, which
is a discrete or count type. Negative Binomial regression analysis is commonly used statistical method for
count data and as an alternative to Poisson regression in dealing with the problem of overdispersion in data
[7]-[9]. When performing regression modeling with many predictor variables involved, there is often a
problem of multicollinearity. The existence of this multicollinearity causes the parameter estimator to be
unstable [10]. Therefore, the selection of independent variables is important in the analysis.

One of the variable selection methods that can be applied to Negative Binomial regression is the penalty
method. Some common penalty methods used in regression models are Least Absolute Shrinkage and
Selection Operator (LASSO), Elastic net, Smoothly Clipped Absolute Deviation (SCAD), and Minimum
Concave Penalty (MCP) [11]-[16]. This study applies the SCAD penalty function to the Negative Binomial
regression model for the case of poor population data. Previous studies by Wang et al. and Olanrewaju and
Ojo have applied the SCAD penalty function to Negative Binomial regression [12], [15]. Studies conducted
by Wang et al., Santi et al., and Olanrewaju and Ojo have shown that the SCAD penalty function outperforms
several other regularization methods, including Lasso, Group Lasso, and MCP [12], [13], [15].

This study involves many predictor variables that were considered to have the potential to affect
poverty in West Java Province. This study aims to analyze factors influencing poverty in West Java by
addressing equidispersion assumption violations through Negative Binomial regression. Furthermore, the
addition of the penalty function, SCAD penalty, is needed in the Negative Binomial regression model to
overcome multicollinearity and select relevant predictor variables. One method for selecting optimal
regularization parameters for penalty functions is Cross-Validation [17]. Model evaluation criteria such as
the Akaike Information Criterion (AIC) and R-square (R?) are used to see how the model fits into the data
[18]-[20]. The findings of this study are expected to identify influential variables as a factor causing poverty
in West Java Province.

2. RESEARCH METHODS

2.1 Data

This research employs secondary data from the West Java Provincial BPS (Central Bureau of Statistics)
publication in 2022 (https://jabar.bps.go.id/id/publication/2023/02/28/57231a828abbfdd50a21fe31/provinsi-
jawa-barat-dalam-angka-2023.html) [2] and West Java Governor Decree Number 561 of 2021 related to the
regional minimum wage [21]. The observation unit in this study consists of 27 districts/cities. The response
variable (), predictor variable (X), and offset are presented in Table 1:

Table 1. Research Variable

Symbol Information
Y Number of Poor People (people)
Xy Population Density (people/km?)
X, Economic Rate (%)

X5 Workforce Placement
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Symbol Information
X, Regional Minimum Wage (Rupiah)
Xs Number of Cooperatives (Unit)
Xe Social Food Assistance Budget (Rupiah)
X5 Open Unemployment Rate (%)
Xg Expected Years of Schooling (Year)
Xq Mean Years of Schooling (Year)
X10 Number of Schools (Unit)
X1 Life Expectancy (Year)
X1z Number of Health Facilities (Unit)
Xi3 Percentage of Health Insurance Recipients (%)
X1 Percentage of People Who have Health Complaints (%)
Xis Number of Undernourished Toddlers (people)
Xi6 Number of Natural Disasters
X1y Percentage of Home Ownership (%)
Xis Pure High School Participation Rate (%)
X1 Pure College Enrollment Rate (%)
X350 Food Expenditure (Rupiah)
X351 Non-food expenditure (Rupiah)

Offset Number of Population (people)

2.2 Negative Binomial Regression

This regression model is a special case of GLM (Generalized Linear Model), which assumes the
response variable follows a negative binomial distribution. The negative binomial distribution is the
distribution of the Poisson-Gamma mixture [20]. Suppose Y; follows Negative Binomial with a rate parameter
w; and dispersion parameter 8(> 0), density function of Y;,i = 1,2, ..., n is given in Equation (1) [19]-[22]:

+ . .

Mean and variance value for Y; are given by E[Y;] = y; and V[Y;] = w; + 6u? respectively. If 6 = 0,
then V[Y;] = y;, so that the Negative Binomial distribution will be Poisson(y;). If 8 > 0, then the variance
value of the Negative Binomial distribution will be greater than the mean. As a result, the Negative Binomial
distribution permits for overdispersion in the data. If there are variable predictors X;, X5, ..., X; and exposure

t;, expected value of Y; can be expressed as shown in Equation (2) [20]:

E (y_) _H

ti ti
From Equation (2), the Negative Binomial regression model for the expected value of Y; per unit ¢; of
variable predictors with a natural logarithmic (In) link function can be expressed as shown in Equation (3)

(8] [20]:
()<

4

In(u;) = In(t;) + (Bo + Brxis + - + Bpxip) 3)
where In(t;) is a constant and is known as an offset.

2.3 Negative Binomial Penalized SCAD

The addition of SCAD (Smoothly Clipped Absolute Deviation) penalty to the Negative Binomial
regression model was carried out to deal with the multicollinearity problem that occurs when analyzing count
data. The use of the penalty method in this regression model makes it possible to estimate parameters and
select important variables simultaneously. For the purpose of selecting variables, in the parameter estimation
method using Maximum Likelihood is defined a penalty log-likelihood function notated with £,,(8; y, ) as
shown in Equation (4) [12].
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p
£,(5:,0) = £:%,0) =1 > 2, (16]) )
=1

where L, (B;y,0) is the log-likelihood function of the Negative Binomial distribution and p,l_y(|ﬁj|) is the
penalty function used, i.e., SCAD with tuning parameter A. The SCAD penalty function is defined by [17] as
shown in Equation (5):
( Al;|. if ;] <&,
vAIB;| — 0,5(8" +4%)
pay (18;1) = y—1
ry*-1)
m, if |G| > yA
where y > 0 is a fixed parameter. The commonly used value of this parameter is y = 3.7 [11].

,ifA< B < YA

2.4 Cross-Validation

Parameter selection of A in SCAD can use the cross-validation method [17]. One type of cross-
validation that is commonly used is k-fold cross-validation. The principle used in the k-fold cross-validation
process is to divide the data into as many as k parts. The recommended k-value is five or ten [23]. Cross-
validation applied to Negative Binomial penalized SCAD applies the principle in estimating its parameters
based on log-likelihood values. The optimal A parameter is selected based on the maximum log-likelihood
value [12].

2.5 Model Evaluation

Model evaluation is performed to determine model performance and determine the best model among
possible models that are matched to the data. This study used model evaluation criteria, namely AIC and R2.
The formulas for calculating the two criteria are presented in Equation (6) and Equation (7) [20], [22].

AIC = 2k — 21In(Ly) (6)
(v — )2
Re =120 ) @
Xis i =)
2.6 Research Procedure
The data were processed using R software. The following are the stages of data analysis in this study:
1. Explore data to determine the characteristics of the data.

2. Goodness-of-fit of the Negative Binomial distribution on the response variable using the Chi-Square
test.

3. Standardize the predictor variables using z-score transformation.

4. Check multicollinearity among predictor variables using the Variance Inflation Factor (VIF) value.

5. Specify and estimate parameters of the Negative Binomial regression model.

6. Determine the optimum A value for the SCAD penalty regularization parameter using 10-fold cross-
validation.

7. Specify and estimate parameters of the Negative Binomial Regression penalized SCAD model.

8. Evaluate the model using AIC and R2.

9. Model interpretation.

3. RESULTS AND DISCUSSION

3.1 Data Exploration

West Java Province consists of 27 districts/cities, with details of 18 districts and 9 cities. According to
information published by BPS in 2022, West Java Province ranks second with the highest number of poor
people in Indonesia. Figure 1 shows a map of the distribution of the number of poor people by district/city
in West Java Province for 2022.
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Figure 1. Distribution Map of Poor People per District/City in West Java Province

Based on Figure 1, it can be seen that the greater poor people in a district/city, the color on the map in
the district/city will show more dark yellow to red. On the other hand, if the number of poor people in a
district/city is getting less, then the color on the map in the district/city will show a lighter yellow color.
Districts/cities with a relatively high number of poor people compared to other regions in West Java Province
include Bogor Regency, Bandung Regency, Bekasi Regency, Cianjur Regency, and Garut Regency. These
districts are also districts with a higher population than other regions. The higher the population in an area,
the more likely it is that the number of poor people in that area will also be relatively higher.

The distribution of the number of poor people in West Java Province can be seen through the histogram
graph along with the density plot shown in Figure 2 below.
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Figure 2. Histogram and Density Plot of the Number of Poor People

Based on Figure 2, it can be seen that the shape of the distribution of the response variable Y (number
of poor people) is not in the form of a symmetrical bell curve (normally distributed), but a curve that is skewed
to the right. The count data is identified as having a Negative Binomial distribution [24]. So the data of the
response variable Y, namely the number of poor people in West Java Province, was identified as a Negative
Binomial distribution.

Descriptive statistics for the response variable Y (number of poor population) and 21 predictor
variables are shown in Table 2 below.

Table 2. Descriptive Statistics of Response Variable and Predictor Variables

Variable Mean Standard Deviation Range Minimum  Maximum
Y 150,777.78 102,413.71 462 127 474.7
X1 3,824.56 4,547.78 14,393 383 14,776
X5 5.11 0.71 3.75 2.88 6.63
X3 6,192.89 5,956.63 24,105 33 24,138
X4 3,072,179.26 1,009,196.85 2,964,822 1,852,099 4,816,921
X5 1,015.44 577.57 2,260 183 2,443

X6 338.92 202.75 796.74 39.29 836.03
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Variable Mean Standard Deviation Range Minimum  Maximum
Xy 7.80 2.33 9.22 1.56 10.78
Xg 12.84 0.78 2.50 11.78 14.28
X9 8.78 1.45 4.64 6.83 11.47
X10 744.37 483.37 1,600 99 1,699
X11 72.72 1.40 5.53 69.95 75.48
X1z 301.26 179.81 561 41 602
X13 66.76 16.20 55.67 41.21 96.88
X1i4 33.67 11.49 44.55 15.14 59.69
X1s 3,669.26 2,914.22 12,064 473 12,537
X16 48.96 59.69 268 4 272
X1y 82.34 10.01 36.55 58.98 95.53
X1is 61.48 8.46 28 48.44 76.44
X19 18.55 8.16 29.03 7.90 36.93
X250 695,376.63 128,480.95 545,846 508,099 1,053,945
X5 700,648.78 326,143.8 1,223,868 335,866 1,559,734

Table 2 shows that West Java Province in 2022 has an average number of poor people of 150,777
people, with a standard deviation and range of 102,413 and 462,000 people. The very large standard deviation
and range value show that the number of poor people between districts/cities in West Java Province varies
widely. The highest number of poor people is in Bogor Regency with 474,700 people, while the lowest
number of poor people is in Banjar City with 12,700 people.

Based on Table 2, the range value of each predictor variable is very diverse, so it is necessary to
standardize these variables. The standardization process is carried out using the z-score transformation
method such that the distribution of transformed data will have a mean equal to zero and a standard deviation
value of one.

3.2 Goodness of Fit Test of Response Variable Distribution

Chi-square test is performed to determine whether the response variable data follows the Negative
Binomial distribution or not, with the following hypothesis:

Hy : Response variable follows the Negative Binomial distribution
H; : Response variable does not follow the Negative Binomial distribution
The results of the Chi-Square test are displayed in Table 3 as follows:

Table 3. Chi-Square Test of Response Variable
Chi-Square Degree of freedom (df) p-value
3.90 k—(c+1)=7-3=4 0.42

According to Table 3 above, the values of y? = 3.90 < )(3_05;4(9.48) and p — value > a, so there is
no reason to reject Hy. It means that the response variable data, namely the number of poor people in West
Java Province, comes from a Negative Binomial distribution.

3.3 Multicollinearity Test

To find out whether there is multicollinearity can refer to the Variance Inflation Factor (VIF) value. If
the VIF value > 5, then there is an indication of multicollinearity between predictor variables [25]. The VIF
values of each predictor variable are presented in the table below.

Table 4. VIF Value of Predictor Variable
Predictor Variable VIF Indication of Multicollinearity

X1 74.21 Yes
X, 4.14 No
X3 11.06 Yes
X4 35.66 Yes
Xs 7.45 Yes
X6 58.87 Yes
X, 10.56 Yes
Xg 20.94 Yes

Xq 73.21 Yes
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Predictor Variable VIF

Indication of Multicollinearity

X10
Xll

33.00
7.13
18.68
13.54
8.62
18.10
9.76
17.31
13.65
18.52
98.38
178.69

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

According to Table 4, from the 21 predictor variables, there is only one variable that does not indicate
multicollinearity, namely variable X,, while the remaining variables indicate multicollinearity. It means that
there is a serious multicollinearity problem in regression models. For this reason, it is necessary to handle
this multicollinearity problem. One of which is by using the Smoothly Clipped Absolute Deviation penalty
method for shrinking the coefficients in the Negative Binomial regression model.

3.4 Fitting the Negative Binomial Regression Model

The parameter estimation of the Negative Binomial regression model with the Maximum Likelihood
Estimation (MLE) method and Fisher Scoring numerical iterations is shown in the following Table 5.

Table 5. Parameter Estimation of the Negative Binomial Regression Model

Parameter Etimates Std. p-value
Error
Bo -2.514 0.022 <2x10716™"

B 0.584 0.192 0.002™
B, -0.044 0.045 0.328
Bs 0.020 0.074 0.785
Ba 0.248 0.134 0.064
Bs -0.197 0.061 0.001*
Be 0.348 0.172 0.043"
B, -0.032 0.073 0.657
Bs 0.073 0.102 0.476
Bo -0.152 0.191 0.427
Bio -0.317 0.128 0.014"
Bi1 0.134 0.059 0.025"
Bi2 0.027 0.096 0.775
B3 0.026 0.082 0.748
Bia 0.003 0.066 0.952
Bis 0.120 0.095 0.209
Bie -0.036 0.069 0.607

Bi7 0.296 0.093 0.001*
Bis 0.059 0.083 0.476
Bio -0.137 0.096 0.154
Bao -0.335 0.222 0.131
B1 -0.342 0.299 0.252
AIC 634.34

Residual Deviance 27.085
Dispersion Parameter 5417

Information : *) significant at the level of significance 5%

Some variables that have a significant effect with p-value < alpha (0.05) in the Negative Binomial
regression model, including Population Density (X;), Number of Cooperatives (Xs), Social Food Assistance
Budget (X¢), Number of Schools (X;,), Life expectancy (X;1), and Percentage of Home Ownership (X;;).

3.5 Selection of optimum A value

The value of 1 is obtained by using 10-fold cross-validation. The result is presented as follows.
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Figure 3. Log-Likelihood Value Prediction Curve for Lambda Value (1)

In Figure 3, the symbol (0) shows the average log-likelihood value for a given 4 value and symbol (])
indicates the log-likelihood value interval for a A value. The optimum A value is reached when the average
log-likelihood value begins to stabilize towards a certain value, and is the maximum value. It is marked in
the figure with the symbol (0), which are in a straight line with progressively smaller interval lengths and are
not much different from each other.

Based on Figure 3, there is a recommended value of A, i.e., the optimum lambda of 1.166867. Then
the parameter estimation of the Negative Binomial penalized SCAD regression was carried out using the
Maximum Likelihood Estimation method with IRLS (Iteratively Reweighted Least Square) numerical
iteration algorithm and Coordinate Descent.

3.6 Fitting Negative Binomial Penalized SCAD Model

The following table is the result of parameter estimation of the Negative Binomial penalized SCAD
model.

Table 6. Parameter Estimation of Negative Binomial Penalized SCAD Model

Parameter Estimates
Bo -2.500
B 0.000
B, 0.000
Bs 0.000
Ba -0.002*
Bs -0.019%
Be 0.000
B, 0.000
Bs 0.000
Bo 0.000
B1o 0.000
P11 0.000
P12 0.000
Bis -0.024*
Bia 0.000
Bis 0.000
Bie 0.000
Bi7 0.000
Bis 0.000
Bio -0.072*
Bao 0.000
By -0.141*
AIC 628.121
Residual Deviance 27.155
Dispersion Parameter 5.431

Information : *) significant at the level of significance 5%
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Based on the results in Table 6, it can be seen that the parameter estimator value consists of zero and
nonzero values. This is due to the addition of the SCAD penalty function into the Negative Binomial
regression model, so that for variables that do not affect the model, the parameter estimators will be
depreciated to zero, while for variables that affect the model, the parameter estimators are not zero or close
to zero. This model produces dispersion parameter values that are not much different from the values
generated in the Negative Binomial regression model (5.417). It can be said that both models have equally
good performance in handling overdispersion in the data.

3.7 Model Evaluation

After obtaining the results of parameter estimation for the Negative Binomial regression model and the
Negative Binomial penalized SCAD regression model contained in Table 5 and Table 6, the parameter
estimation for the two models can be compared. It is briefly presented in the table below.

Table 7. Parameter Estimation for the Selection of Variables

Parameter Estimate Parameter Coefficient
Negative Binomial Negative Binomial penalized SCAD

Intercept -2.514 -2.500
By 0.584 -
Ba - -0.002
Bs -0.197 -0.019
Be 0.348 -
Bio -0.317 -
Bi1 0.134 -
Bis - -0.024
Bi7 0.296 -
Biog - -0.072
Baq - -0.141

Based on Table 7, the Negative Binomial model produces six variables that are statistically significant
in the model, while the Negative Binomial penalized SCAD model produces five variables that affect the
model. There is only one variable selected in the Negative Binomial model, which is also selected in the
Negative Binomial penalized SCAD model, namely the Number of Cooperatives (X5). The Negative
Binomial model produces a greater number of variables than the Negative Binomial penalized SCAD model.
It means that the Negative Binomial model is more complex than the Negative Binomial penalized SCAD
model. Furthermore, to choose the best model can be identified from model performance based on several

criteria, such as AIC and R? value. The results are shown in the table below.

Table 8. Comparison of AIC and R?
Criterion Negative Binomial Model  Negative Binomial Penalized SCAD
AIC 634.34 628.12
R’ 0.980 0.928

Based on Table 8, the Negative Binomial penalized SCAD model has relatively smaller AIC values
compared to the Negative Binomial model. This shows that Negative Binomial penalized SCAD regression
has a better performance than Negative Binomial regression in modeling the number of poor people in West
Java Province with a multicollinearity problem. Then, based on the R-square value of the Negative Binomial
penalized SCAD model of 0.928, which means that 92.8% of the diversity in response variables can be
explained by predictor variables, and the remaining 6.2% is explained by other variables outside the model.

Based on the previous explanation, it was concluded that the best model chosen was the Negative
Binomial penalized SCAD regression to model the number of poor people in West Java Province. The
equation of the Negative Binomial penalized SCAD regression can be expressed in variable X with known
Z: = XiHj ;J = 1,2,...,21. The result is obtained in Equation (8),

j v;

X, — 3,072,179.26) <X5 - 1,015.44>
1,009,196.85 577.57

Xy3 — 66.76) . <X19 - 18.55) 0141 <X21 - 700,648.78)
16.20 8.16 326,143.8

In(;) = In(t) + (—2.500 —0.002 (

- 0.024(
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(8)

— _ -9 _ -5 _ -3
ln(,ul-)=ln(tl-)+( 3.10 — 1.98 x 107°X, — 3.28 x 1075X; — 1.48 x 10 X13>

—8.82 X 1073X,0 —4.32 X 107Xy,

where In(t;) is offset, which is the number of population in each district/city in West Java Province. Based
on the model, the interpretation can be explained as follows:

1. Regional Minimum Wage (X,)

The amount of the district/city minimum wage negatively affects the number of poor people in West
Java Province. It means that every one rupiah increase in the minimum wage of districts/cities will result in
a reduction in the average number of poor people in each district/city in West Java Province by
exp(—1.98 x 107%) = 0.99 times, assuming the other predictor variables are constant. The findings of this
study are in line with research conducted by Utami and Masjkuri, which concludes that the minimum wage
has a negative influence on the number of poor people in each district/city in East Java Province [26]. Then,
another study by Priseptian and Primandhana also concluded that the minimum wage has a negative influence
on poverty in East Java [27]. In addition, according to Sumarsono, the determination of the minimum wage
limit is expected to guarantee that the workforce meets the needs of daily life and to encourage the welfare
of the workforce [28].

2. Number of Cooperatives (X5)

The existence of cooperative units has a negative influence on the number of poor people in West Java
Province. Every addition of one cooperative unit in a district/city will cause a decrease in the average number
of poor people in each district/city in West Java Province by exp(—3.28 x 107°) = 0.99 times, assuming
other predictor variables are constant. This research is in line with a study by Rusdianti, which declares that
the existence of cooperatives through lending business capital to the community can help overcome poverty
problems and improve community welfare [29]. Sharp et al. (1996) in Kuncoro identified one of the causes
of poverty from the economic side as differences in access to capital [30]. The existence of a cooperative unit
as a business entity providing capital can help develop the economic potential of the community in an effort
to improve community welfare.

3. Percentage of Health Insurance Recipients (X;3)

Ownership of health insurance negatively affects the number of poor people in West Java Province.
This condition means that every 1% increase in health insurance recipients in each district/city in West Java
Province will cause an average decrease in the number of poor people in each district/city in West Java
Province by exp(—1.48 x 1073) = 0.99 times, assuming the other predictors remain the same. This study
is in line with research by Dartanto, which explains that the provision of national health insurance has been
able to protect and save up to more than one million people from poverty in 2015-2016 [31]. Johnston stated
that providing health insurance to the poor can help reduce health care costs, so that the treatment process
becomes easier to do [32]. Health insurance plays a role in reducing the burden of health expenditure in a
community. such as for the cost of health services and medicines.

4. Pure College Enrollment Rate (X;o)

According to the results of the study, a person's participation in studying at the university level
negatively affects the number of poor people in West Java Province. Every 1% increase in the pure enrollment
rate of universities in each district/city in West Java Province will result in a reduction in the average number
of poor people in each district/city in West Java Province by exp(—8.82 x 1073) = 0.99 times assuming
the other predictor variables are constant. This result is in line with a study by Nurhasanah et al., which
concluded that the education participation rate negatively affects the poverty rate in Jambi Province [33].
Furthermore, this research is supported by Dejanvry and Sadoulet in [34] which states that education can
reduce inequality and poverty. The higher a person's level of education, the better the level of knowledge and
skills possessed. This allows the person to get an adequate job and avoid poverty.

5. Non-Food Expenditure (X;4)

The results of this study show that the large amount of family expenditure for non-food needs has a
negative influence on the number of poor people in West Java Province. Every one rupiah increase in
expenditure on non-food needs in each district/city in West Java Province will cause a decrease in the average
number of poor people in each district/city in West Java Province by exp(—4.32 X 10~7) = 0.99 times
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assuming the other predictor variables are constant. The results are in line with research by Massaid, which
states that an increase in non-food expenditure significantly affects poverty reduction in Indonesia |35]. Then,
a similar study was also conducted by Hasanah, which explains that per capita expenditure negatively affects
the poverty rate in districts/cities in Jambi Province [36]. The higher per capita expenditure, especially
expenditure on non-food, means a better economic condition of the community in meeting their needs,
resulting in a decrease in the number of poor people in the community.

4. CONCLUSION

Analyzing count data as a response variable influenced by many predictor variables is a challenge
because it requires consideration of assumptions in regression modeling. In this study, we use a Negative
Binomial penalized SCAD regression analysis approach to deal with the problem of unmet assumptions,
namely equidispersion and multicollinearity. This modeling is applied to data on the number of poor people
in West Java Province with several variables that have a high potential to influence it.

The Negative Binomial penalized SCAD regression model yields five predictor modifiers with values
AIC =628.12. This model performs better and forms a simpler model than the Negative Binomial regression
model with six predictor variables and values AIC = 634.34. Based on the R-square value of the Negative
Binomial penalized SCAD model, 92.8% of the diversity in response variables can be explained by predictor
variables. Some of the predictor variables selected in the model include the regional minimum wage, the
number of cooperatives, the percentage of the population who have health insurance, the pure college
enrollment rate, and non-food expenditure. The application of Negative Binomial regression in this study has
not fully resolved the overdispersion issue in the data. Therefore, alternative approaches such as Generalized
Poisson, Quasi-Poisson, Zero-Inflated Poisson, and others are recommended for further consideration.
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