B areReng

jurnal ilmu matematika dan terapan

BAREKENG: Journal of Mathematics and Its Applications
December 2025 Volume 19 Issue 4 Page 2597-2608

P-ISSN: 1978-7227 E-ISSN: 2615-3017

d https://doi.org/lo.30598/barekengvo_

TRUNCATED SPLINE SEMIPARAMETRIC REGRESSION TO
HANDLE MIXED PATTERN DATA IN MODELING THE RICE
PRODUCTION IN EAST JAVA PROVINCE

Sri Sulistijowati Handajaniz<® *, Hasih Pratiwiza®2, Respatiwulan=®3,
Yuliana Susantiz®* Muhammad Bayu Nirwanaza®3,

Lintang Pramesti Nareswariza®®

1234565tudy Program of Statistics, Faculty of Mathematics and Natural Sciences, Universitas Sebelas Maret
JIn. Ir Sutami No. 36A Surakarta, 57126, Indonesia

Corresponding author’s e-mail: * rr_ssh@staff.uns.ac.id

Article History:

Received: 28™ January 2025
Revised: 4" March 2025

Accepted: 3™ June 2025

Available online: 1%t September 2025

Keywords:

GCV;

Knot Point;

Mixed Pattern Data;

Rice Production;

Truncated Spline Semiparametric
Regression.

ABSTRACT

Climate change can affect rice production through changes in temperature, precipitation
patterns, extreme weather events, and atmospheric carbon dioxide levels. A statistical
model can be used to understand the correlation between rice production and factors that
affect it. The existence of some patterns that are formed from independent variables and
others that do not show data patterns due to volatility in weather element data makes
semiparametric regression modeling more appropriate. In forming a parametric model,
the data pattern needs to be regular to make the model more precise. Irregular data
patterns are more appropriately modeled with nonparametric regression models. The
existence of several patterns formed from independent variables to their dependent
variables, and several others, does not show a particular pattern due to the volatility in
climate data, making truncated spline semiparametric regression modeling more
appropriate to use. This research aims to model rice production in several regions in
East Java Province in 2022 using a semiparametric regression model. The data used were
from the Meteorology, Climatology, and Geophysics Agency and the Central Statistics
Agency for East Java Province in 2022. The response variable is the rice production
(tons) in 2022 in Tuban, Gresik, Nganjuk, Malang, Banyuwangi, and Pasuruan Regency
(Y). The predictor variables are paddy harvested area (hectares), average temperature
(°C), humidity (percent), and rainfall (mm). The semi-parametric spline truncated
regression model is obtained by combining the parametric and non-parametric models
based on truncated splines. The analysis showed a spline truncated semiparametric
regression model with a combination of knot points (3,3,1) with a minimum GCV value
of 12,642,272. The variables significantly affecting rice production were rice harvest
area, temperature, air humidity, and rainfall, with an R2?adjusted value of 98.522%.
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1. INTRODUCTION

Rice production in Indonesia is essential in the agricultural sector and the country’s economy. Rice is
one of Indonesia’s leading food crops and a necessary source of carbohydrates for the Indonesian population.
Indonesia has geographical conditions that support rice farming. The tropical climate, sufficient rainfall, and
ample agricultural land make Indonesia one of the largest rice producers in the world. However, Indonesia
no longer has sufficient rice production to meet domestic needs because paddy production in Indonesia
fluctuates over time depending on various factors that influence it [1].

Indonesia is currently working towards achieving self-sufficiency in rice production, which is
adequate for domestic needs. Ensuring that rice is available for the projected population increase will require
increasing rice production [2], [3]. However, there are still challenges in increasing the productivity and
efficiency of rice production, such as better agricultural land management and determining the right rice
planting season by looking at the area’s rainfall, temperature, and humidity.

In 2021, East Java was one of the largest rice producers in Indonesia [4]. In 2020, rice production in
East Java reached around 14.9 million tons of dry grain rice. This amount accounts for about 19% of the total
rice production throughout Indonesia. East Java has a significant agricultural land area and climatic and
rainfall conditions that support the growth of rice plants [5]. Rice production in East Java is influenced by
several factors, such as the agricultural technology used, rice varieties planted, irrigation methods, and
government policies in the farm sector. East Java government, too, has attempted to increase the productivity
and efficiency of rice production through programs that support farmers, such as providing superior seeds,
agricultural training, and developing rural infrastructure. All of this has been attempted, but current
conditions, such as El Nino, namely the lack of rain, have occurred in parts of the island of Java, which has
been the primary national rice producer [6]. Hence, rainfall must be considered regarding its effect on rice
production. This research aims to model rice production because it needs to be done by looking at climatic
conditions such as rainfall, humidity, temperature, and land area to determine how much rice can be produced.

Regression modeling can explain the functional relationship between one or more variables [5], [7],
[8]. Regression modeling begins by looking at the pattern of data between the variables of rice production,
with each variable expected to influence the others, to determine a more appropriate model. Parametric, semi-
parametric, and non-parametric regression modeling can be built using scatter diagrams based on data
patterns and trends [9].

Besides pattern deep data trends from visible curves, deep regression parametric is also expected to
have information on previous data patterns to obtain good modeling [10]. Liu and Li [11] have investigated
a mixture model, i.e., a semiparametric mixture cure model, another model form of a mixture of the general
linear model for the cure probability, and a general class of transformation models for the failure times of
non-cured subjects.

In recent developments, there have been symptoms that show changes in behavior naturally that lead
to no pattern like usual (as if abnormal). Several years ago, farmers could still estimate when the start and
end seasons of drought and rain so that they could prepare themselves for when to start planting paddy and
when to harvest it; however, now it is difficult to predict because it needs a methodical approach that is used
to give modeling and more predictions. With the initiation of a semiparametric regression model built from
the current data relationship pattern, it is hoped that it can predict rice production more accurately following
current conditions, and help farmers in increasing rice production.

Nonparametric regression and semiparametric modeling can be used to get a good model with minor
errors [12]. This approach has been used a lot, including histogram [13], kernel [14], [15], spline [15], [16],
[17], and others. A nonparametric path analysis model has been developed [8] to identify changes in data
behavior patterns that occur with corresponding knot points and polynomial order. Modeling of rice
production in East Java, as a fairly large rice-producing center, has not been carried out using a semi-
parametric approach, which provides better modeling.
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2. RESEARCH METHODS

2.1 Types and Sources of Research Data

The research relies on secondary data acquired from the Meteorology, Climatology, and Geophysics
Agency and the Central Statistics Agency for East Java Province in 2022. Data collection was only carried
out in areas that produce quite large rice production in East Java, and also due to the completeness of climate
data at observation stations in the area, it was incomplete in other regions. The response variable is the amount
of rice production (tons) in 2022 in Tuban Regency, Gresik Regency, Nganjuk Regency, Malang Regency,
Banyuwangi Regency, and Pasuruan Regency (Y). The predictor variables are paddy harvested area
(hectares) (X;), average temperature (°C) (X5), humidity (percent) (X3), and rainfall (mm) (X,). The unit of
observation used is 72 data points.

2.2 Research Steps

The research steps begin with collecting complete data in several areas in East Java and making
scatterplots of each predictor variable against its response variable. By looking at the scatterplots, appropriate
modeling can be done. Seeing the random patterns in several scatterplots, a semiparametric regression model
was chosen using the truncated spline method. Building a truncated spline model requires the number of knot
points that are considered optimal and the order of the function based on the smallest GCV. From the optimal
knot points and the specified order, the model parameters are estimated, and the significance of the parameters
obtained is tested. With the model obtained, the assumption of normality and homogeneity of variance is
tested to determine the accuracy of the parameter significance test that has been carried out. The model's

goodness is seen from the R2, ; value and its RMSE value. The analysis steps above use the help of R software

and finally interpret the model so that it can be helpful.

2.3 Analysis Method

Regression models are statistical techniques used to describe how predictor and response variables
function together. Semiparametric, parametric, and nonparametric regression models are used frequently.
Parametric regression models are used if the relationship between predictor variables and response variables
is known. Furthermore, parametric regression needs to fulfill assumptions [18]. In contrast to the parametric
regression approach, nonparametric regression does not require assumptions to be met [19]. The
nonparametric approach is used if it is unknown where the predictor and response variables relate to each
other [20]. The curve in nonparametric regression is assumed to be contained in a specific function depending
on the data used [21], [22]. Semiparametric regression is a combination of parametric and nonparametric
regression [23].

2.3.1 Truncated Spline Semiparametric Regression

Regression is divided into parametric, nonparametric, and semiparametric regression methods. The
semiparametric regression approach is used if one of the regression curves is known while the other is
unknown [14]. Truncated spline semiparametric regression can be used to estimate the regression curve.
Truncated splines can overcome data patterns that show data fluctuations assisted by knot points [12], [15].
If there is paired data y;, x;, z;, in semiparametric regression, it is assumed that the relationship between y;, x;,
and z; is in Equation (1).

vi=f(x)+g9(z) + ¢, i=12,..,n (D

f(x;) is the it" parametric regression function, and g(z;) is the i*® nonparametric regression function.
This function is described as follows:

f(x) = Bo + Baxip + Boxiz + -+ BpXip
9@z =1z + Y2zf ot Ymz"* + Viem @z — KDT + - + Veym (2 — KT

9D = D vzl + D ieom(z — KT
j=1 k=1

Where:
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0 z; <K
o gym — vz < Kj
(7 = Ky {(Zi — K™,z 2 Ky

The regression model can be written in the following matrix form.

y=XB+Zy+¢
y=XB+2Zy) +e
y=M(k)s+¢

where y is the response vector, X is the parametric predictor variable matrix, Z is the nonparametric predictor
variable matrix, B is the parametric variable parameter vector, y is the nonparametric variable parameter
vector, M (k) is the composite matrix of the X matrix and Z matrix, & is the joint vector of the B vector and
vector y, and € is the error vector.

2.3.2 Parameter Estimation

A truncated spline regression model was obtained using the least squares method. We will obtain the
following parameter estimates by minimizing the sum of the squared errors.

ele = (Y — M(k)8)" (Y — M(k)8)
eTe=YTY - 26"M" (k) + 8" MT (k)M (k)&
£'e=Q(8)

To obtain the parameter estimator &, a partial derivative of Q(&) is carried out with respect to § and
equated to zero, then Equation (2) is obtained:

-MT (k)Y + MT (k)M (k)6 =0
3= (MT(l)M(k)) " M (k)y )

2.3.3 Optimal Knot Point Selection Method

The knot point is a convergence point that shows the behavior of the curve at certain sub-intervals [9].
One of the methods used in selecting knots is the Generalized Cross Validation (GCV) value. The optimal
knot point is chosen based on the smallest GCV in Equation (3).

n L - )

GCV(k) =
o [n‘ltrace(l—A(k))]2

(3)

A(k) = M(l)(MT (k)M (k)) ™ M7 (k)

2.3.4 Parameter Significance Test

1. Simultaneous Test
Simultaneous testing was conducted to determine whether the predictor variable’s parameters were
jointly significant to the response variable [7]. The hypothesis used is as follows.

Hy:Br =VYji =Y(+in =0
Hy: There is at least one B, # 0 or y;; # 0 0r y(jipy # 0

The test statistics used are
_ MSRegression
M SError

The decision Hy is rejected when F > F .o, o rymyn—(p+q(r+m))-1) OF Paiue < @, SO it can be
concluded that the predictor variables together have a significant effect on the response variable
2. Partial Test

Partial testing was conducted to determine whether the predictor variable parameters were jointly
significant to the response variable [8]. The hypothesis used is as follows.
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Hy :Bnb=0vs.H; :Bpb#0h=1,..,p
Hy yp=0vs.Hy yp#0;j=12..,m;l=12,.,q
The test statistics used are

se(¥1)’ se(Bn)

The decision H,, is rejected if [t| > t%; Af orr

variable significantly affects the response variable.

OF Ppaiwe < @ SO it can be concluded that the predictor

2.3.5 Model Goodness Criteria

1. The determination coefficient is a statistical measure that assesses the proportion of the variance in the
response variable explained by the predictor variables in a regression model [12]. The regression model
is better if it has a high coefficient of determination.

R2, - 1_<2?=1<yi—yi)2 L n-1 )

adJ X (vi—¥)?  n—p(m+k)

2. Root Mean Square Error (RMSE) in regression analysis to evaluate the accuracy of a predictive model. It

measures the average magnitude of the errors between predicted and observed values.

The formula for RMSE is

1 n
RMSE= =" (=9
=1
Where:

n is the number of observations
y; represents the observed values
y, represents the predicted values.
2.3.6 Error Assumptions Test
1. Normality

The normality test is carried out to test whether the residuals are normally distributed. The normality
assumption test uses the Kolmogorov-Smirnov normal distribution test [12]. The hypothesis used is as
follows.

Hy: Fy(€) = Fy(e)
Hi:E,(g) # Fy(¢)
The test statistics used are
D = Sup,|F,(e) = Fo(e)
The decision H,, is rejected if [D| > D;_g) OF pyaie < @, S0 it can be concluded that the residuals are
not normally distributed.
b. Heteroscedasticity

The heteroscedasticity test was carried out to determine the homogeneity of the variance of the
regression model’s deviation. This assumption is fulfilled if the variance between deviations is homogeneous.
One method for testing the hypothesis of heteroscedasticity is the Glejser test [15]. The hypothesis used is as
follows.

Hy:0f =0 =+ =02 =02
Hy:There is at least one 67 # 02;i = 1,2,..,n

The test statistics used are
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= (&1 = 1e1*)

p+r
F = =
?:1(|€i|—|€i|2)
n—(p+r)—1

The decision H,, is rejected if F > Fg,,n—y—1) OF p — value < a, s0 it can be concluded that there is
no indication of any homoscedasticity.

3. RESULTS AND DISCUSSION

3.1 Scatter Plots

The relationship pattern of each predictor variable to the response variable can be identified using a
scatter plot. The scatterplot between the response variables and each variable X, X,, X5, and X, can be seen
in Figure 1.

150000~
150000 -

100000~
100000 -

>
>

50000~
50000~

2 8 . . . -
J'r' I oy o
-~ 07
. ] |

X2
X1

(@) (b)

150000 - = 150000 -

100000~ = 100000 -
> >
50000~ . 3 50000~

(c) (d)
Figure 1. (a) Scatter Plot between the Predictor Variable X;and Y, (b) Scatter Plot between the Predictor

Variables X, and Y, (c) Scatter Plot between the Predictor Variables X5 and Y, (d) Scatter Plot between the
Predictor Variables X, and Y

Figure 1 (a) shows that the scatter plot between the predictor variable X; and the response variable has
a pattern. It can be seen that the pattern formed is linear, thus indicating a linear relationship between Y and
the parameters of the linear regression model can be estimated. In contrast, the scatterplot between the
predictor variables X, vs.Y, X3 vs.Y,and X, vs.Y in Figure 1(b), Figure 1(c),and Figure 1(d), shows
that there is no pattern, so they can be modeled in nonparametric regression. Because there are linear patterns
and random patterns in the relationship between the Y variable and each variable X, the estimation of the
regression model uses a truncated spline semiparametric approach.

3.2 Optimal Knot Point Selection

The selection of the optimum knot point needs to determine the order, the knot point, and the minimum
GCV. The order used in this study is the linear order with a combination of several knot points. The results
of selecting the knot point are shown in Table 1.
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Table 1. GCV Value and Number of Knot Points

Point Knots GCV
1 13143513
2 13038546
3 13413243
Combination (3,3,1) 12642272

Table 1 shows that the minimum GCV value is 12642272 using a combination of knot points. The
optimal knot points are located at X, = 22.4119; 22.56381; 22.71571, X3 = 76.25714; 76.71429;
77.17143,and X, = 10.23145.

3.3 Truncated Spline Semiparametric Model

The best model is obtained by selecting the optimal knot point with the smallest GCV value. The
truncated spline model formed using a linear order and a combination of knot points is

Y =Bo + Bixi1 + V11Zi1 + V21 (Zin — k1) + +¥31(Zin — Kk21) 4 +Va1(Zin — k31)+ + V12212
+¥22(Ziz — k12)+ +V32(Ziz — ko2)4 + Va2 (Ziz — k32) 4+ V13Ziz + V23(Ziz — kq3)+
+v¥33(Zis — ka3)+ + Va3 (zis — k33)+

From the results of parameter estimation and optimum knot points obtained, the model formed is
9 = 5.8748x;; — 2144.1090z;; + 317.1016(z;; — k11)+ + 1094.0594(z;; — ky1)+

+1870.9661(z;; — k31)4 + 609.3392z;, — 5288.0700(z;5 — ky5)+ — 981.7648(zi, — kyy)+
+5498.3889(z;, — ksz)4 + 513.38252;; — 483.1111(z;5 — k13)+ 4)

3.4 Parameter Significance Result

The parameter significance test was carried out in two ways, namely, the simultaneous test and the
partial test. Simultaneous test results are shown in Table 2.

Table 2. Simultaneous Test Results

Source DF SS MS F p-values
Regression 11  6,883,424,490 5,171,220,408 431.4116 9.261x103
Error 60 719,204,717 119,867,45
Total 71 5,760,269,207

Table 2 shows a value F 0f 431.4116 and p — value = 9.261 X 107°% < @ = 0.05. From these results,
it can be concluded that H, is rejected, which means that the predictor variables simultaneously significantly
influence the model. The partial test results are shown in Table 3.

Table 3. Partial Test Results

Variable Parameter Q P-values Conclusion
B 1.9863 0.0515 Hy is not rejected

Xy B, 65.3685 1.7977x 10™57 H, is rejected
Y12 1.2507 0.2158 Hy is not rejected
X, Y22 0.8001 0.4267 Hy is not rejected
Y32 1.8050 0.0760 Hy is not rejected

Yy 2.0551 0.0442 Hy is rejected
Y13 1.1953 0.2366 Hy is not rejected

X3 Va3 2.1759 0.0335 Hy is rejected

V33 2.1248 0.0377 Hy is rejected




2604 Handajani, etal. TRUNCATED SPLINE SEMIPARAMETRIC REGRESSION TO HANDLE MIXED...

Variable Parameter Q P-values Conclusion
Va3 2.0958 0.0403 Hy is rejected
V14 2.9482 0.0045 Hy is rejected

X Yo 1.6883 0.0965 Hg is not rejected

Table 3 shows that six parameters produce p,q:e 1€ss than 0.05, namely variables: paddy harvest area,
average temperature, average humidity, and rainfall. It can be concluded that all predictor variables have a
significant effect on rice production.

3.5 Error Assumptions Result

The normal distribution assumptions are tested using the Kolmogorov-Smirnov test. Based on the test
results, a« = 0.05 obtained by the value p — value = 0.096 > «, so H, failed to be rejected, which means
that the error follows a normal distribution.

Testing the assumption of heteroscedasticity using the Glejser test. Based on the test results,
a = 0.05 obtained a value F of 7,767,333 and a value F;,;;. of 1.5937 greater than a, which means H,, failed
to be rejected, meaning there is no heteroscedasticity error.

3.6 Goodness Model

Based on the analysis results, the adjusted R? value was 0.98522, which means that the predictor
variables simultaneously affected rice production by 98.522%, and 1.478% was influenced by other variables
outside the variables used in this study. The analysis produced an RMSE value of 3160.531.

3.7 Model Interpretation

Equation (4) becomes Equation (5) if the variables other than X; are constant, the effect of paddy
harvest area on rice production is

§ = 5.8748 x;, (5)

This means that increasing the paddy harvested area by one hectare will increase rice production by 5.8748
tons.

Equation (4) becomes Equation (6) if the variables other than Z, are constant, the effect of
temperature on rice production is

§ = —2144.1090z;, + 317.1016(z;; — 22.4119 ), + 1094.0594(z;, — 22.5638 ),

+1870.9661(z;; — 22.7157), (6)
—2144.1090z;;, , Ziy < 22.4119
. )—-1827.0074z; , 224119 <z, < 22.5638
Y=Y —732948z;, , 225638 <z < 22.7157
1138.0181z;; Ziy = 22.7157

If the temperature is less than 22.41 degrees Celsius, increasing the temperature by one unit will reduce
rice production by 2144.1090 tons. Areas whose temperatures fall within the interval z;; < 22.4119 are
Malang. If the temperature is between 22.41 and 22.56 degrees Celsius, rising one temperature unit will
reduce rice production by 1827.0074 tons. Areas whose temperatures fall within the interval
224119 < z;; < 22.5638 are Malang. If the temperature is between 22.56 and 22.71 degrees Celsius,
increasing one temperature unit will reduce rice production by 732.948 tons. Areas whose temperatures fall
within the interval 22.5638 < z;; < 22.7157 are Malang. If the temperature is more than 22.71 degrees
Celsius, increasing the temperature by one degree Celsius will increase rice production by 732.948 tons.
Areas whose temperatures fall within the interval z;; > 22.7157 are Tuban, Gresik, Nganjuk, Pasuruan, and
Banyuwangi.

Equation (4) becomes Equation (7) if the variables other than Z, are constant, the effect of air
humidity on rice production is
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$ = 609.3392z;, — 5288.0700 (z;; — 76.2571), — 981.7648(z;, — 76.7142),

+5498.3889(z;, — 77.1714), (7
609.3392z;, Ziy < 762571
. )—4678.7308z;, , 762571 <z; < 76.7142
Y =1)-5660.4956z;, , 76.7142 < z;, < 77.1714
~162.1067z;, Zip > 77.1714

If the air humidity is less than 76.2571, a one percent increase will increase rice production by
609.3392 tons. Areas whose humidity falls within the interval z;,, < 76.2571 are Tuban, Nganjuk, and
Pasuruan; if the air humidity is at 76.2571 up to 76.7142, a one percent increase, rice production will be
reduced by 4678.7308 tons. Areas with humidity within the interval 76.2571 < z;, < 76.7142 are
Pasuruan. If the air humidity is at 76.7142 up to 77.1714,ao0ne percent increase, it will reduce rice
production by 5660.4956 tons. Areas with humidity within the interval 76.7142 < z;, < 77.1714 are
Tuban, Gresik, Nganjuk, Pasuruan, and Banyuwangi. If the air humidity exceeds 77.1714, a one percent
increase will reduce rice production by 162.1067 tons. Areas with humidity within the interval
Zi» = 77.1714 are Tuban, Gresik, Nganjuk, Pasuruan, Banyuwangi, and Malang.

Equation (4) becomes Equation (8) if the variables other than Z; are constant, the effect of rainfall
on rice production is

$ = 513.3825z;; — 483.1111(z;3 — 10.2314),, (8)
L {513.382543 , 73 <10.2314
1302714z , 2z > 102314

If the rainfall is less than 10.2314, a one-unit increase will increase rice production by 513.3825 tons.
Areas with rainfall within the interval z;; < 10.2314 are Tuban, Gresik, Nganjuk, Pasuruan, Banyuwangi,
and Malang. If rainfall exceeds 10.2314, a one-unit increase will increase rice production by 30.2714 tons.
Areas with rainfall within the interval z;3 > 10.2314 are Tuban, Gresik, Nganjuk, Pasuruan, Banyuwangi,
and Malang.

4. CONCLUSION

The best model for modeling rice production in East Java in 2022 is the truncated spline semiparametric
regression model with a combination of knot points (3,3,1) with a minimum GCV value of 12642272.
Variables significantly influencing rice production are paddy harvest area, temperature, air humidity, and
rainfall. The model produces a value RZ;; of 98.522% and RMSE of 3160.531. In order to meet food needs,
the paddy harvest area can increase rice production, so the paddy harvest area can be a special concern for
the Indonesian government. Climate conditions are important for rice plants in the process of producing
quality rice. Increasing the area of the paddy can improve the quantity of rice production. Predictions of rice
production in Indonesia can be used to support one of the SDGs points, Zero Hunger.
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