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ABSTRACT                                                                                                 

Article History: Public welfare refers to a condition in which people experience happiness, comfort, 

prosperity, and can adequately fulfill their basic needs. Indonesia consists of several 

provinces, each with varying levels of welfare. One crucial aspect in promoting equitable 

development is ensuring that all regions in Indonesia achieve similar welfare standards. 
This study aims to classify Indonesian provinces based on socioeconomic welfare indicators, 

with the results serving as a basis for policy-making that considers regional potential and 

challenges. The data used in this study are secondary data obtained from the official website 
of BPS-Statistics Indonesia on provincial welfare indicators from 2020 to 2023. The 

research methodology includes data collection, descriptive statistical analysis, determining 

the optimal number of clusters, and comparing the clustering performance of Density-Based 

Spatial Clustering of Applications with Noise (DBSCAN) and the Gaussian Mixture Model 
(GMM) using Silhouette Index, Davies-Bouldin Index, and Calinski-Harabasz Index as 

evaluation metrics. The DBSCAN-based clustering resulted in two clusters: high-welfare 

and low-welfare regions. Meanwhile, GMM clustering produced five clusters: moderate, 

fairly low, low, high, and fairly high welfare regions. Based on cluster validity measures, 
GMM outperformed DBSCAN, achieving a Silhouette score of 0.28, a Davies-Bouldin Index 

of 1.12, and a Calinski-Harabasz Index of 10.9. 
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1. INTRODUCTION 

People's welfare refers to a condition in which individuals within a country experience prosperity 

and can adequately fulfill their basic needs. A high level of welfare signifies that both material and spiritual 

needs of the population are well met [1]. This welfare level can be assessed through seven key indicators: 

population, health, education, employment, consumption levels and patterns, housing and environment, and 

other social factors [2].  

The 2023 provincial welfare level can be evaluated based on factual data from each province [3]. 

Java Island remains the most populous region, housing 55.84% of Indonesia’s total population. In terms of 

access to basic health services, Papua Province reports the lowest percentage (36.52%), whereas Bali 

Province has the highest (90.49%) [4]. Education levels, measured by the School Participation Rate (APS), 

are also highly varied, with Papua Province recording the lowest rate (65.53%) and Yogyakarta Province 

the highest (85.03%) [5]. Similarly, the employment indicator, represented by the unemployment rate, 

highlights disparities, with West Java Province having the highest unemployment rate (9.01%) and West 

Sulawesi the lowest (2.76%) [6]. Consumption patterns, as indicated by per capita expenditure (PPK), 

reveal that Papua Province has the lowest PPK (7,154.25 thousand rupiahs), whereas DKI Jakarta exhibits 

the highest (18,761.75 thousand rupiahs). Given these disparities, ensuring equitable development is a 

priority for the government, requiring a precise and data-driven approach to policy formulation. Identifying 

regional welfare characteristics is essential to implementing targeted and effective development strategies 

[7]. A robust method for this identification is clustering, which enables the grouping of provinces based on 

similar welfare indicators, facilitating comparative analysis and informed decision-making. 

Clustering is a widely used technique for categorizing regions into groups based on similarity in 

selected indicators [7]-[10]. Broadly, clustering techniques are classified into hard clustering and soft 

clustering [8]. Hard clustering assigns each data point exclusively to a single cluster based on proximity to 

a cluster center. Popular algorithms in this category include K-Means and DBSCAN [9]. Soft clustering, in 

contrast, allows for probabilistic membership, meaning a single data point may belong to multiple clusters 

with different degrees of certainty. Examples of soft clustering techniques include Fuzzy C-Means and 

Gaussian Mixture Model (GMM) [10]. Previous research on clustering people’s welfare indicators has 

utilized various methods. For example, Belinda applied the CEBMDC algorithm [11], while Ambarsari 

compared the performance of Fuzzy C-Means and GMM [12]. Saputri examined the effectiveness of K-

Means, K-Medoids, and DBSCAN [13], whereas Dwitiyanti explored Fuzzy C-Means [14] and MMSDR 

[15]. However, there has been no recent study on clustering Indonesian provinces based on 2023 welfare 

data, leaving a gap in updated analysis for policy-making and development planning. 

This study fills a research gap by analyzing Indonesian provincial welfare clustering using recent 

data, providing a timely and accurate classification for policy-making and regional development. DBSCAN 

(Density-Based Spatial Clustering of Applications with Noise) is well-suited for identifying clusters of 

arbitrary shapes and is robust to outliers, making it ideal for datasets with varying density distributions. In 

contrast, GMM (Gaussian Mixture Model) is a probabilistic approach that models data as a mixture of 

multiple Gaussian distributions, allowing for a more flexible representation of cluster boundaries. By 

comparing these two methods, this research aims to determine which clustering approach more effectively 

captures the underlying structure of welfare disparities across Indonesian provinces. 

 

2. RESEARCH METHODS 

2.1 Dataset 

This study utilizes secondary data related to people’s welfare indicators across Indonesian provinces, 

covering 13 variables derived from official publications by BPS-Statistics Indonesia [3]. The variables are 

categorized into seven key welfare aspects: population, health, education, employment, consumption levels 

and patterns, housing and environment, and other social indicators. The dataset spans from 2020 to 2023, 

and the values are averaged over this period to ensure consistency before conducting clustering analysis. 

The variables used in this research are described in Table 1, which defines each welfare indicator in terms 

of its measurement and relevance to socio-economic conditions. Each variable represents a critical aspect 
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of welfare and is analyzed to identify patterns of regional disparity, providing insights into economic and 

social conditions across Indonesian provinces. 

Table 1. Operational Definition of Research Variables 

No Indicator Variables Description 

1 Population Population Density (KP) Total population per 𝑘𝑚2 (inhabitants/𝑘𝑚2) 

2 Health 
Access to Basic Health Facilities (AFKD) Percentage of basic health facility utilization (%) 

Life Expectancy Rate (AHH) Average life expectancy (years) 

3 

 
Education 

School Participation Rate (APS) Percentage of school enrollment rate (%) 

Average Years of Schooling (RLS) Average years of schooling (years) 

4 Employment 

Open Unemployment Rate (TPT) Percentage of unemployment (%) 

Labor Force Participation Rate (TPAK) Percentage of labor force participation rate (%) 

Percentage of Employment (PLK) Employment Availability Rate (%) 

5. Other Social 
Percentage of Poor Population (PPM) Percentage of poor population (%) 

Number of tourist trips (RPW). Tourist Mobility Ratio (%) 

6 

Consumption 

levels and 

patterns 

Per Capita Expenditure (PPK) 
Per capita expenditure rate (Thousand Rupiah 

/capita/year) 

Gross Regional Domestic Product GRDP) GRDP figures (million rupiah) 

7 
Housing and 

Environment 
Percentage of Affordable Housing (PPL) 

Proportion of housing units in a region that meet 

the criteria for affordability, relative to the total 

number of housing units (%) 

 

2.2 Data Collection  

The data used in this study is obtained from official publications by the Indonesian Central Bureau 

of Statistics (BPS), ensuring reliability and standardization across provinces. The dataset consists of 

people’s welfare indicators recorded from 2022 to 2023, which are averaged to provide a more stable 

representation of each province's socio-economic condition. The data collection process involves gathering 

information on population density, health access, education levels, employment, consumption patterns, 

housing conditions, and other social factors, which are then compiled into a structured dataset. Before 

proceeding with clustering analysis, the data undergoes preprocessing, including handling missing values 

and normalizing different scales to ensure comparability. By utilizing secondary data from BPS, this 

research ensures consistency in measurement across all provinces, allowing for an objective and data-driven 

approach in analyzing welfare disparities in Indonesia. 

 

2.3 Clustering Analysis  

This research applies two clustering methods, DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise) and Gaussian Mixture Model (GMM), and compares their performance in 

identifying clusters of Indonesian provinces based on welfare indicators. 

 

2.3.1 Density-Based Spatial Clustering of Application with Noise (DBSCAN) 

Density-Based Spatial Clustering of Application with Noise Algorithm (DBSCAN) is one of the 

density-based clustering methods. This method performs cluster formation by determining areas based on 

high density separated by low density according to cluster density. DBSCAN can be used to identify clusters 

with various forms including noise and outliers [16]. DBSCAN involves two crucial parameters [17] that 

significantly impact clustering performance: 

a. Minimum Points (minPts). This parameter represents the minimum number of neighboring points 

required to form a cluster. 

b. Epsilon (ε) This defines the radius of the neighborhood around a point. The epsilon value can be 

determined using a k-distance graph, where the optimal epsilon is identified at the point where the 
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graph exhibits a sharp bend. To determine the epsilon value using the k-distance graph, it is essential 

to first compute the Euclidean distance and establish the appropriate minPts value. 

Once the minPts and epsilon (ε) parameters are determined, clustering analysis using DBSCAN can 

be performed. The following are the steps for conducting clustering analysis with DBSCAN [16]: 

1. Determine the value of minimum points (minPts) using ln(𝑛) and epsilon (𝜀) using the k-distance 

graph. In determining the minPts parameter for DBSCAN, this study adopts the widely used heuristic 

of setting minPts = ln(𝑛), where n is the number of data points in the dataset. This approach is 

recommended in several clustering studies as a practical guideline, particularly when no prior 

domain-specific knowledge is available to set minPts manually [18].  

2. Select an initial point (𝑝) randomly to start the clustering process. 

3. Calculate the distance between point (𝑝) and all data observations. In this study, the distance 

calculation is performed using the Euclidean distance formula [19].  

𝑑(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1 (1) 

where 𝑥 and 𝑦 are data points, and n represents the number of dimensions. In this study, PCA was 

applied to reduce the 13 original variables to 2 principal components, so n = 2 in the distance 

calculation. This reduction aims to retain the most significant variance while improving clustering 

performance and interpretability.  

4. All data points that satisfy the minPts and epsilon conditions relative to point (𝑝), based on the 

distance calculation, will be grouped into a cluster with (𝑝) as the cluster center. 

5. If a cluster cannot be formed because the minPts and epsilon conditions are not met for (𝑝), another 

point is selected as the new initial point for cluster formation. Then, steps 3 and 4 are repeated until 

all data observations have been processed. 

6. Data points that do not satisfy the minPts and epsilon conditions for any analyzed cluster center will 

be classified as outliers. These outliers can be identified based on their differences from other data 

points that belong to a cluster. 

 

2.3.2 Gaussian Mixture Model (GMM) 

The Gaussian Mixture Model (GMM) is a probabilistic clustering algorithm that utilizes weighted 

combinations of multiple normal distributions, making it commonly referred to as a mixture model [20]. 

GMM is defined as a set of component functions representing density functions. When multiple variables 

are involved, it becomes a multivariate Gaussian density function. GMM consists of multiple Gaussian 

components, and its mathematical formulation can be expressed as follows [19]: 

𝑝(𝑥𝑖|𝜋, 𝜇, Σ) = ∑ 𝜋𝑘𝑁(𝑥𝑖|𝜇𝑘, Σ𝑘)𝐾
𝑘=1 , 𝑖 = 1, 2, … , 𝑛 (2) 

In the Gaussian Mixture Model (GMM), each data point 𝑥𝑖 in the dataset is represented as part of a 

probabilistic distribution composed of multiple Gaussian components. Each component 𝑘 is characterized 

by specific parameters: 𝜇𝑘, which denotes the mean vector of the 𝑘-th Gaussian component; Σ𝑘, the 

covariance matrix that defines the spread and orientation of the distribution; and 𝜋, the mixing coefficient, 

which represents the proportion of each Gaussian component in the overall mixture. The total number of 

Gaussian components in the model is denoted by 𝐾, determining the complexity and flexibility of the 

clustering representation. 

In the context of Gaussian Mixture Models (GMM), the EM algorithm refines model parameters 

iteratively to improve clustering accuracy [21]. The process consists of the following steps. 

1. Set the initial values for the mean vector 𝜇𝑘, covariance matrix Σ𝑘, and mixing coefficient 𝜋𝑘 for 

each Gaussian component 𝑘. 

2. Perform the Expectation Step (E-Step) 

Compute the responsibility 𝛾𝑛𝑘 , which represents the probability that data point 𝑥𝑛 belongs to the 

Gaussian component 𝑘, using Bayes' theorem: 
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𝛾𝑛𝑘 =
𝜋𝑘𝑁(𝑥𝑛|𝜇𝑘, 𝛴𝑘)

𝛴𝑗𝑁(𝑥𝑛|𝜇𝑘 , 𝛴𝑘)
(3) 

where 𝑁(𝑥𝑛|𝜇𝑘 , 𝛴𝑘) is the probability density function of a multivariate Gaussian distribution.  𝛾𝑛𝑘

∈ [0,1], and ∑  𝛾𝑛𝑘
K
k=1 = 1 for each data point 𝑛. 

For example, if 𝛾𝑛1 = 0.86, 𝛾𝑛2 = 0.09, and 𝛾𝑛3 = 0.05, then observation 𝑥𝑛 is most strongly 

associated with cluster 1, but still has a small probability of belonging to clusters 2 or 3. This soft 

assignment framework allows GMM to handle overlapping clusters more flexibly than hard 

clustering methods like k-means. 

3. Perform the Maximization Step (M-Step) 

The Maximization Step (M-step) follows the Expectation Step (E-step) in the Expectation-

Maximization (EM) Algorithm for Gaussian Mixture Model (GMM) clustering. In this step, the 

algorithm updates the parameters of the Gaussian components by maximizing the log-likelihood 

function based on the probabilities (responsibilities) computed in the E-step. 

𝜇𝑘 =
1

𝑁𝑘
∑ 𝛾𝑛𝑘𝑥𝑛

𝑁
𝑛=1 , (4) 

Σ𝑘 =
1

𝑁𝑘
∑ 𝛾𝑛𝑘(𝑥𝑛 − 𝜇𝑘)(𝑥𝑛𝜇𝑘)𝑇 ,𝑁

𝑛=1 (5) 

Πk =
𝑁𝑘

𝑁
 (6) 

After the iterative Expectation-Maximization (EM) optimization of the GMM parameters 𝜇𝑘 (mean 

vector), Σ𝑘   (covariance matrix), and 𝜋𝑘 (mixing coefficient), each data point is assigned to the cluster with 

the highest posterior probability of belonging to one of the 𝑘 Gaussian components. The final cluster label 

for each observation is determined by the maximum a posteriori. 

The mixing coefficients 𝜋𝑘 provide additional interpretive value by indicating the relative size or 

prevalence of each cluster in the population. Clusters with larger 𝜋𝑘 values represent denser regions in the 

data space, while those with smaller values represent rarer or more specific subgroups. Overall, the 

optimized parameters not only determine the probabilistic boundaries of clusters but also help quantify their 

spread (via 𝛴𝑘) and relative significance (via 𝜋𝑘) in the dataset. 

The number of components 𝐾 plays a crucial role in defining the clustering structure. Selecting an 

optimal 𝐾 is essential to ensure the model adequately represents the data without overfitting or underfitting. 

One commonly used method for determining the optimal number of clusters is the Bayesian Information 

Criterion (BIC). 

The BIC is a model selection criterion that balances model complexity and goodness of fit. The 

optimal number of clusters is determined by selecting the value of 𝐾 that results in the largest BIC value. 

The BIC formula is given as follows [22]: 

𝐵𝐼𝐶 = −2 ln(𝐿) + 𝑃 ln(𝑛) (7) 

where 𝐿 represents the likelihood function of the GMM model, 𝑝 denotes the total number of model 

parameters, and 𝑁 is the total number of data points in the dataset. The first term (-2 ln 𝐿) evaluates how 

well the model fits the data, while the second term (𝑃 ln 𝑛) introduces a complexity penalty, preventing 

overfitting by discouraging excessive components. The optimal 𝐾 is selected based on the highest BIC 

value across multiple model evaluations. This criterion ensures that the model achieves a balance between 

accuracy and simplicity, making it a widely used method for determining the appropriate number of 

Gaussian components in GMM-based clustering. 

 

2.3.3 Model Performance Evaluation 

To determine the best clustering approach, the following validation indices are used. 

1. Silhouette Score (SI): Measures how well-separated clusters are. 

2. Davies-Bouldin Index (DBI): Evaluates cluster compactness and separation: 
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𝐷𝐵 =
1

𝐶
∑ max

𝑗≠1
(𝑅𝑖𝑗)𝐶

𝑖=1 (8) 

where 𝐷𝐵 represents the overall DBI score for the clustering model, C is the total number of 

clusters, and 𝑅𝑖𝑗  measures the similarity between cluster 𝑐𝑖 and cluster 𝑐𝑗. Lower DBI values 

indicate better clustering. 

3. Calinski-Harabasz Index (CHI): Measures cluster separation and compactness: 

CHI  =  
SSB/(k − 1)

SSW/(N − C)
(9) 

where SSB is the between-cluster sum of squares, SSW is the within-cluster sum of squares, C is 

the number of clusters, and N is the total number of data points. A higher CHI value indicates 

better clustering quality. 

By comparing these indices across DBSCAN and GMM, the study determines which method better 

captures welfare disparities among Indonesian provinces. 

 

2.3.4 Clustering Implementation and Interpretation 

Once the optimal clustering model is identified, provinces are grouped based on welfare indicators, 

and each cluster is interpreted based on its characteristics. The final step involves visualizing the clusters 

on a geographical map to assess their spatial distribution, allowing policymakers to target development 

efforts more effectively. This methodological approach ensures that the clustering results are statistically 

valid, interpretable, and applicable for socio-economic analysis, providing valuable insights into regional 

welfare disparities in Indonesia. 

 

3. RESULTS AND DISCUSSION 

3.1 Descriptive Statistics 

 Descriptive statistics is a statistical analysis that presents an overview of the characteristics of each 

research variable seen from the minimum value, average value (mean), and maximum value. The data used 

in this study are data on 34 provinces before the division into 38 provinces. 

Table 2. Descriptive Statistics 

Variables Min 𝐐𝟏 Median Mean 𝐐𝟑 Max 

KP 9.50 55.06 102.25 746.79 265.62 16,047.25 

AFKD 36.52 74.93 79.50 77.95 84.69 90.49 

AHH 65.53 68.98 70.37 70.37 71.85 75.11 

APS 63.12 71.97 74.33 74.30 75.99 85.03 

RLS 7.17 8.58 9.22 9.20 9.73 11.27 

TPT 2.76 4.26 4.83 5.28 6.25 9.01 

TPAK 63.19 65.44 68.92 68.54 70.27 76.35 

PLK 35.15 54.91 60.95 60.13 65.02 82.23 

PPM 4.28 6.35 8.65 10.38 12.57 26.52 

PPK 7,154 9,636 10,863 10,999 11,802 18,762 

PDRB 4.61× 107  1.24× 108  2.33× 108  5.29× 108  5.68× 108  3.08× 109  

PPL 43.17 84.34 91.54 85.49 94.28 98.80 

RPW 0.05 0.25 0.69 0.94 1.63 25.46 

Table 2 shows that each variable has a different format or unit, therefore it is necessary to standardize 

so that each variable has a uniform format so that the results of data analysis are more accurate [23]. 

After the standardization process, a multicollinearity test will be conducted to see the correlation 

between variables. The following are the results of the multicollinearity test: 
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Figure 1.  Feature Correlation Matrix 

Figure 1 shows that the correlation between AFKD and KP is 0.04, which is significantly smaller 

than the 0.85 threshold commonly used to indicate strong multicollinearity [23], [24], as well as for other 

variable pairs. This suggests that there is no strong correlation between variables in this study, meaning that 

multicollinearity is not a concern. Since multicollinearity occurs when two or more independent variables 

are highly correlated, leading to redundancy in regression models [25], the correlation values presented in 

the heatmap indicate that each variable retains its unique contribution to the model. 

The assumption of multicollinearity has thus been met, demonstrating that the independent variables 

do not exhibit excessive interdependence. This validation is crucial for ensuring statistical reliability in 

regression and machine learning models, as high multicollinearity can distort coefficient estimates and 

reduce model interpretability [17]. 

 

3.2 Cluster analysis with DBSCAN 

3.2.1 Determine minPts and Epsilon 

 The epsilon value is used as a neighborhood radius that determines whether one data with other 

data can become a cluster or not. The epsilon value can be known after calculating the Euclidian distance 

and determining the minimum points (minPts). 

Based on Figure 2 (a), it can be observed that when the minPts value is set to 2, the optimal epsilon 

(𝜀) value that can be used is 2.65. This is determined by identifying the elbow point in the 2-NN distance 

plot, where the distance starts increasing significantly, indicating the transition between dense regions and 

sparser areas. Similarly, based on Figure 2 (b), when the minPts value is set to 3, the optimal epsilon (𝜀) 

value that can be used is 3.25. The 3-NN distance plot follows a similar trend, where the elbow point marks 

a significant increase in the nearest neighbor distances, suggesting a suitable 𝜀 threshold for DBSCAN 

clustering. These epsilon values are crucial in density-based clustering, as they determine the neighborhood 

radius used to form clusters while distinguishing core points from noise. 
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(a)                                                                             (b) 

Figure 2. 𝒌-Distance Graphs for Determining Epsilon (𝜺) in DBSCAN, (a) 2-NN Distance Plot, (b) 3-NN 

Distance Plot 

3.2.2 Perform Clustering 

Table 3 shows the clustering results obtained using the DBSCAN method under different parameter 

settings. When the epsilon value is set to 2.65 and minPts is set to 2, the algorithm identifies three clusters. 

However, when the epsilon value is increased to 3.25 and minPts is set to 3, the algorithm detects only two 

clusters. This outcome aligns with the nature of DBSCAN, where the choice of epsilon (𝜀) and minPts 

significantly affects the clustering structure. A lower epsilon value allows the formation of smaller, denser 

clusters, whereas increasing epsilon tends to merge clusters, reducing the overall number of detected 

groups. Similarly, increasing minPts requires more points to form a core cluster, making the algorithm more 

restrictive and potentially leading to fewer clusters. 

Table 3. DBSCAN Cluster Results 

Epsilon MinPts Number of clusters 

2.65 2 3 

3.25 3 2 

These findings highlight the sensitivity of DBSCAN to parameter selection, reinforcing the 

importance of fine-tuning epsilon and minPts to achieve meaningful clustering results based on the dataset's 

density distribution. 

 

3.2.3 Determining the Optimal Cluster 

The best clustering configuration is determined by considering optimal conditions, characterized by 

the highest Silhouette value, the lowest Davies-Bouldin Index (DBI) value, and the highest Calinski-

Harabasz Index (CHI) value. 

Table 4. DBSCAN Optimal Cluster 

Eps 
Min-

PTS 

Silhouette 

Value 

Davies-

Bouldin Index 

Calinski-

Harabasz Index 

Number of 

clusters 

2.65 2 0.24 0.69 3.24 2 

3.25 3 0.3 0.94 5.27 2 

Table 4 presents the optimal cluster results for DBSCAN under different parameter settings. When 

the epsilon value is set to 2.65 and minPts is set to 2, the clustering model achieves a Silhouette score of 

0.24, a Davies-Bouldin Index of 0.69, and a Calinski-Harabasz Index of 3.24, forming two clusters. 

Meanwhile, when the epsilon value is increased to 3.25 and minPts is set to 3, the clustering results improve, 

with a Silhouette score of 0.3, a Davies-Bouldin Index of 0.94, and a Calinski-Harabasz Index of 5.27, also 

forming two clusters. 

From these results, the optimal clustering choice depends on the evaluation criteria used. The highest 

Silhouette value (0.3) and the highest Calinski-Harabasz Index (5.27) suggest that the best clustering 

configuration is obtained when epsilon = 3.25 and minPts = 3. However, based on the Davies-Bouldin 

Index, the lowest value (0.69) is achieved when epsilon = 2.65 and minPts = 2, which would suggest a 

better cluster separation in this case. Since both configurations result in two clusters, the final choice is 
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based on prioritizing Silhouette and Calinski-Harabasz Index, leading to the conclusion that the optimal 

clustering configuration is when epsilon = 3.25 and minPts = 3, with the final number of clusters being two. 

 

3.2.4 Cluster Analysis Results with DBSCAN 

Figure 3 presents a Principal Component Analysis (PCA) cluster plot generated using the DBSCAN 

clustering method. The 𝑥-axis (Dim1: 37.6%) and 𝑦-axis (Dim2: 19.1%) represent the first two principal 

components, which capture the majority of the variance in the dataset. The first principal component (Dim1) 

is primarily influenced by variables such as (e.g., per capita expenditure, HDI, internet access), suggesting 

it captures economic well-being and infrastructure access. The second component (Dim2) is more strongly 

associated with (e.g., employment rate, affordable housing), indicating a focus on social inclusion and labor 

market conditions. These interpretations of Dim1 and Dim2 help contextualize the clusters observed in the 

DBSCAN output, where provinces group based on shared patterns of socio-economic characteristics. 

 
Figure 3. PCA-Based Cluster Plot Using DBSCAN Method 

This visualization provides insights into the structure and separability of clusters formed by DBSCAN. 

• Cluster 1 (Blue): 

This cluster contains the majority of data points and exhibits a wider spread across the PCA space. The 

convex hull surrounding the points indicates that Cluster 1 has greater variance, suggesting a more 

diverse distribution of data points within this group. 

• Cluster 2 (Yellow): 

This smaller cluster consists of fewer data points, forming a compact grouping with less variance 

compared to Cluster 1. The triangular shape enclosing these points reflects the tight density of this 

cluster, implying that DBSCAN has identified this as a distinct subgroup with shared characteristics. 

• Outliers (Black Dots): 

Several black points (e.g., data points 7, 22, and 23) are isolated and not enclosed within any cluster, 

indicating that DBSCAN has classified them as noise or anomalies. These points are located far from 

the main clusters, suggesting that they do not meet the minPts and epsilon criteria required to be part 

of any defined cluster. 

Table 5. Average of Each Variable in DBSCAN Cluster Results 

Variables Cluster 1 Cluster 2 

KP 96.5 1,105 

AFKD 79.53 82.36 

AHH 70.19 73.27 

APS 75.05 72.84 

RLS 9.32 8.61 

TPT 5.15 6.75 

TPAK 68.21 68.98 

PLK 59.00 59.74 

PPM 9.88 10.01 

PPK 10,840 11,471 
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Variables Cluster 1 Cluster 2 

PDRB 302,010,633 2,149,799,822 

PPL 90.56 82.56 

RPW 1.11 20.39 

Based on Table 5, the DBSCAN clustering results reveal two distinct clusters characterized by 

different levels of people’s welfare. The labeling of these clusters is determined based on key 

socioeconomic indicators such as population density (KP), life expectancy (AHH), education levels (APS 

and RLS), employment (TPT and TPAK), income levels (PPK and PDRB), and social welfare metrics (PPL 

and RPW). 

Cluster 1 represents regions where people’s welfare tends to be lower compared to Cluster 2. This is 

evident from several key indicators, including lower population density (96.5 people/km²), lower life 

expectancy (70.19%), and lower per capita income (10,840 thousand rupiahs per year). Additionally, social 

protection levels (PPL) in this cluster are higher (90.56%), which may indicate a greater reliance on 

government assistance programs. 

In contrast, Cluster 2 comprises areas where people’s welfare tends to be higher. The population 

density (1,105 people/km²) is significantly greater than in Cluster 1, indicating more urbanized regions. 

Higher life expectancy (73.27%), a slightly lower school participation rate (APS 72.84%), and a higher per 

capita income (11,471 thousand rupiahs per year) suggest that economic conditions and access to resources 

are relatively better in this cluster. Moreover, the Gross Regional Domestic Product (PDRB) in Cluster 2 

(2,149,799,822 million rupiahs) is considerably higher than in Cluster 1, reflecting stronger economic 

activity. 

The welfare disparity between the two clusters is further highlighted by the percentage of poor 

households (RPW), where Cluster 1 has a lower poverty rate (1.11%), whereas Cluster 2 exhibits a higher 

poverty rate (20.39%), possibly due to higher living costs and economic disparities in more developed 

regions. These results demonstrate that DBSCAN successfully differentiates regions based on 

socioeconomic characteristics, offering valuable insights for targeted policy interventions and development 

planning. 

Table 6. Provincial Grouping with the DBSCAN Method 

Cluster Province 

Cluster 1 

(27 provinces) 

Aceh, Bali, Banten, Bengkulu, Gorontalo, Jambi, West Kalimantan, South Kalimantan, Central 

Kalimantan, East Kalimantan, North Kalimantan, Riau Islands, Lampung, Maluku, North 

Maluku, West Nusa Tenggara, West Papua, Riau, West Sulawesi, South Sulawesi, Central 

Sulawesi, Southeast Sulawesi, North Sulawesi, West Sumatra, South Sumatra, North Sumatra, 

Special Region of Yogyakarta. 

Cluster 2 

(3 provinces) 
West Java, Central Java, East Java 

 

Outliers 

(4 provinces) 
Kep. Bangka Belitung, DKI Jakarta, East Nusa Tenggara, Papua 

 

 
Figure 4. Clustering of Indonesian Provinces Based on People's Welfare Using DBSCAN 
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Figure 4 presents a visualization of DBSCAN clustering results, categorizing Indonesian provinces 

based on people’s welfare indicators. The provinces are classified into two clusters, with additional 

provinces identified as outliers. The color-coding represents: 

• Cluster 1 (Light Yellow): Provinces with a lower level of people’s welfare, characterized by lower 

population density, lower income levels, and lower access to essential services. 

• Cluster 2 (Light Red): Provinces with a higher level of people’s welfare, predominantly located in 

high-density and economically active regions such as Java Island. These regions exhibit higher GDP 

per capita, better education, and more developed infrastructure. 

• Outliers (Light Green): Provinces that do not fit neatly into the identified clusters. Papua, for instance, 

is categorized as an outlier, likely due to unique socio-economic characteristics, lower population 

density, and geographical disparities. 

The spatial distribution of these clusters highlights significant economic and welfare disparities 

across Indonesia. Java and parts of Sumatra, being economic hubs, are predominantly classified in Cluster 

2, reflecting higher economic activity and better social indicators. In contrast, many provinces in 

Kalimantan, Sulawesi, and the eastern parts of Indonesia fall under Cluster 1, suggesting lower economic 

and social welfare conditions. 

The presence of outliers, particularly in Papua and several smaller islands, suggests unique socio-

economic conditions that deviate from the general clustering patterns. These areas might require special 

policy interventions, such as targeted economic programs or infrastructure development, to enhance their 

welfare levels. 

 

3.3 Cluster Analysis with GMM 

3.3.1 Perform Clustering 

This research performs clustering with the number of clusters ranging from 2 to 5, as increasing the 

number of clusters beyond 5 results in a higher Bayesian Information Criterion (BIC) value, indicating poor 

model performance. Table 7 presents the BIC scores for different cluster numbers, where the highest BIC 

value (-1011.925) is observed when the data is clustered into five groups, suggesting that this configuration 

provides the best balance between model complexity and data fit. 

Table 7. Cluster Analysis with GMM 

Cluster BIC 

2 -1051.872 

3 -1065.469 

4 -1086.006 

5 -1011.925 

The Bayesian Information Criterion (BIC) is a widely used statistical metric for model selection, 

taking into account both goodness of fit and model complexity. A higher BIC value signifies a better model, 

as it suggests that the model explains the data well while avoiding overfitting. Based on Table 7, clustering 

using Gaussian Mixture Model (GMM) achieves its optimal configuration when divided into five clusters, 

as this setting results in the highest BIC score, ensuring a well-structured classification of provinces based 

on people's welfare indicators. 

 

3.3.2 Determining the Optimal Cluster 

Table 8 presents the evaluation metrics for different numbers of clusters using the Gaussian Mixture 

Model (GMM). The clustering performance is assessed based on three key validation indices: Silhouette 

Score, Davies-Bouldin Index (DBI), and Calinski-Harabasz Index (CHI). The Silhouette Score measures 

the compactness and separation of clusters, where a higher value indicates better-defined clusters. The 

Davies-Bouldin Index evaluates the similarity between clusters, where a lower value indicates better 
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separation. The Calinski-Harabasz Index assesses the ratio of between-cluster variance to within-cluster 

variance, where higher values indicate better clustering structure. 

Table 8. GMM Optimal Cluster 

Total 

cluster 

Value  

Silhouette 

Davies Value- 

Bouldin Index 

Calinski Value- 

Harabasz Index 

2  0.26 2.64 4.58 

3 0.14 1.89 7.21 

4 0.23 1.32 9.08 

5 0.28 1.12 10.90 

 Based on Table 8, the optimal clustering configuration is achieved when the number of clusters is 

5, as it yields the highest Silhouette value (0.28), the lowest Davies-Bouldin Index (1.12), and the highest 

Calinski-Harabasz Index (10.9). These results indicate that dividing Indonesian provinces into five clusters 

using the GMM method provides the best clustering performance, effectively distinguishing regional 

differences in people’s welfare indicators. 

 

3.3.3 Results of Cluster Analysis with GMM 

Figure 5 presents a Principal Component Analysis (PCA) cluster plot generated using the Gaussian 

Mixture Model (GMM) clustering method, where the 𝑥-axis (Dim1: 37.6%) and 𝑦-axis (Dim2: 19.1%) 

represent the first two principal components, capturing the main variance in the dataset.  

 
Figure 5. PCA-Based Cluster Plot Using Gaussian Mixture Model (GMM) 

The visualization shows five distinct clusters: Cluster 1 (Blue, Hexagonal Shape) represents a 

compact and well-separated group of provinces with similar characteristics, while Cluster 2 (Yellow, 

Triangular Shape) consists of a larger and more dispersed cluster, indicating moderate variability among 

its provinces. Cluster 3 (Gray, Connected Line) comprises a few provinces with distinct socio-economic 

characteristics, and Cluster 4 (Red, Single Point) represents an outlier province with extreme values. Cluster 

5 (Light Blue, Small Triangle) forms a compact and closely related subgroup. These clustering results align 

with previous findings, where five clusters provided the best clustering performance based on the Bayesian 

Information Criterion (BIC), Silhouette Score, Davies-Bouldin Index (DBI), and Calinski-Harabasz Index 

(CHI). The PCA visualization further supports the validity of GMM-based clustering, demonstrating its 

ability to flexibly assign provinces to clusters compared to hard clustering methods such as K-Means. 

Table 9. Average of Each Variable in Cluster Results with GMM 

Variables Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 

KP 600.8 104.40 64 16,047 1105 

AFKD 84.49 78.59 44.63 78.08 82.36 

AHH 72.32 69.64 66.76 73.27 73.27 

APS 76.28 74.47 68.98 73.85 72.84 

RLS 9.67 9.19 7.68 11.27 8.61 
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Variables Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 

TPT 6.25 4.83 3.48 8.29 6.76 

TPAK 68.85 67.99 75.41 63.68 68.98 

PLK 48.31 61.56 78.84 63.3 59.74 

PPM 6.53 10.55 23.50 4.60 10.01 

PPK 13,436 10,236 7,487 18,762 11,471 

PDRB 377,113,597 271,884,481 102,780,023 3,077,919,696 2,149,799,822 

PPL 76.77 92.17 63.20 44.39 82.56 

RPW 2.04 0.80 0.28 8.38 20.39 

Based on Table 9, the cluster labeling of the analysis results with the GMM method is as follows: 

• Cluster 1: medium welfare cluster 

Cluster 1 is an area with a balance of people's welfare indicators. Each positive indicator has a high 

value and the negative indicators have low numbers. This indicates good community welfare in cluster 

1. 

• Cluster 2: clusters with moderately low welfare levels 

Cluster 2 is an area that scores lower on the people's welfare indicators than cluster 1, cluster 4, and 

cluster 5, but better than cluster 3. 

• Cluster 3: clusters with low welfare levels 

Cluster 3 is an area of particular concern because it has the lowest poverty, income, and access to basic 

health facilities of the other clusters. 

• Cluster 4: clusters with high welfare levels 

Cluster 4 is the region with the highest per capita expenditure, gross regional domestic product, 

education level and population density. In addition, the percentage of poor people in cluster 4 is the 

lowest. However, cluster 4 has the highest unemployment rate and the lowest percentage of decent 

housing. This shows that the population density in cluster 4 causes an imbalance between the number 

of residents and the number of jobs and decent housing. 

• Cluster 5: clusters with a high level of welfare 

Cluster 5 is an area that has a fairly good number of indicators of people's welfare. With a high 

population density, cluster 5 has the highest gross regional domestic product, ease of access to basic 

health facilities, and percentage of decent housing, as well as the highest number of tourist trips. 

However, the unemployment and poverty rates in cluster 5 are also quite high and the number of jobs 

is the second lowest. 

Table 10. Provincial Grouping with GMM Method 

Cluster Province 

Cluster 1 

(6 provinces) 

Bali, Kep. Bangka Belitung, Banten, East Kalimantan, Kep. Riau, Special Region of Yogyakarta 

Cluster 2 

(22 provinces) 

Aceh, Bengkulu, Gorontalo, Jambi, West Kalimantan, South Kalimantan, Central Kalimantan, 

North Kalimantan, Lampung, Maluku, North Maluku, NTB, West Papua, Riau, West Sulawesi, 

South Sulawesi, Central Sulawesi, Southeast Sulawesi, North Sulawesi, West Sumatra, South 

Sumatra, North Sumatra  

Cluster 3 

(2 provinces) 

NTT, Papua  

Cluster 4 

(1 province) 

DKI Jakarta  

Cluster 5 

(3 provinces) 

West Java, Central Java, East Java  

Figure 6 presents a map visualization of Gaussian Mixture Model (GMM) clustering results, 

categorizing Indonesian provinces based on people’s welfare indicators into five distinct clusters. Cluster 

1 (Blue) represents the medium welfare cluster, consisting of six provinces (Bali, Kepulauan Bangka 

Belitung, Banten, East Kalimantan, Kepulauan Riau, and Special Region of Yogyakarta). This cluster is 

characterized by a balance in welfare indicators, where positive indicators such as income and education 
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levels are relatively high, while negative indicators like unemployment and poverty remain low, indicating 

a generally good level of community welfare. Cluster 2 (Yellow) represents provinces with moderately low 

welfare levels, covering 22 provinces, including Aceh, Jambi, Kalimantan, Sulawesi, Sumatra, and Maluku. 

These regions have lower welfare indicators than Clusters 1, 4, and 5 but still perform better than Cluster 

3, indicating the need for further development policies to improve welfare conditions. 

Cluster 3 (Red) is the low welfare cluster, comprising only two provinces (NTT and Papua), which 

are among the most vulnerable regions in terms of income levels, poverty rates, and access to basic health 

facilities. These areas require special government attention and intervention to improve economic and social 

welfare conditions. Cluster 4 (Green) consists solely of DKI Jakarta, which stands out with the highest per 

capita expenditure, GDP, education levels, and population density. However, despite its economic 

dominance, Jakarta also experiences the highest unemployment rate and the lowest percentage of decent 

housing, highlighting the challenges of overpopulation and economic disparity in urban areas. 

Meanwhile, Cluster 5 (Pink) includes three provinces (West Java, Central Java, and East Java), 

representing a high-welfare cluster. These provinces have the highest GDP, best access to health facilities, 

and the highest percentage of decent housing, along with the highest number of tourist visits, contributing 

to economic growth. However, despite these strengths, this cluster also has high unemployment and poverty 

rates, with the second-lowest number of available jobs, suggesting the need for more employment 

opportunities and workforce distribution strategies. 

The spatial distribution of these clusters illustrates the economic and welfare disparities across 

Indonesia, where densely populated economic hubs (Clusters 4 and 5) generate high economic output but 

also struggle with structural issues such as housing shortages and employment imbalances. Meanwhile, 

underdeveloped provinces in Cluster 3 require focused economic policies and social assistance programs 

to enhance their living standards. The GMM clustering method effectively groups provinces with similar 

socio-economic characteristics, providing valuable insights for policymakers to implement targeted 

development strategies that reduce inequality and enhance overall welfare across the country. 

 
Figure 6. Clustering of Indonesian Provinces Based on People's Welfare Using GMM 

 

3.4 Determination of the best performing method 

Based on the results of determining optimal conditions with the DBSCAN and Gaussian Mixture 

Model (GMM) methods in clustering provinces in Indonesia based on indicators of people's welfare, the 

GMM method provides more constant results according to the determination of optimal conditions with 

respect to the Silhouette value, the Davies-Bouldin Index value and the Calinski-Harabasz Index value than 

DBSCAN. Based on these three values, DBSCAN has an optimal number of clusters of two with two 

different values of epsilon and minPts, while GMM has an optimal number of clusters of 5 according to all 

types of validity. Thus, it can be said that the Gaussian Mixture Model has a better performance in clustering 

provinces in Indonesia based on indicators of people's welfare. This result is consistent with previous 

research where GMM has a better performance in clustering provinces in Indonesia based on indicators of 

people's welfare [12].   
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3.5 Discussion 

Comparison of optimal cluster results between DBSCAN and Gaussian Mixture Model (GMM) can 

be seen from several points, namely:  

1. Based on the Silhouette Index value, Davies-Bouldin Index value and Calinski-Harabasz Index 

value, DBSCAN has an optimal number of clusters of two clusters with different epsilon values at 

three validity values considered, while GMM has an optimal number of clusters of five clusters for 

all validity values considered. This shows that the results of GMM are more constant or stable. The 

comparison can be seen in Table 5 and Table 9. These results are in accordance with research 

conducted by Ambasari in 2023 [12]. 

2. Based on provincial grouping, according to the cluster results with DBSCAN, DKI Jakarta province 

is in the same group as Kep. Bangka Belitung, NTT, and Papua. This is because DBSCAN has cluster 

0 which contains outlier data, which is a group of data that has a value far from other data. This result 

provides an inaccurate explanation, because DKI Jakarta and the other 3 provinces have much 

different values in each of the people's welfare indicator variables. For example, the percentage of 

poor people in Bangka Belitung Islands, DKI Jakarta, NTT, and Papua are 4.6%, 4.5%, 20.5%, and 

26.5%, respectively. So, it is not right if the four provinces are in one group. Meanwhile, according 

to the results of clustering with GMM, the province of DKI Jakarta becomes its own cluster, the 

provinces of NTT and Papua also become their own cluster, while the province of Kep. Bangka 

Belitung is in one cluster with the provinces of Bali, Banten, East Kalimantan, and DI Yogyakarta. 

This result is considered more reasonable because the values of each variable in the provinces of 

NTT and Papua are similar, and DKI Jakarta has a much higher value in each variable, especially in 

the income and expenditure sections.  

Based on the two points above, it can be said that the Gaussian Mixture Model provides better 

clustering results. The results of the clustering above are in accordance with previous research, where on 

average, western Indonesia tends to have higher welfare than eastern Indonesia. DKI Jakarta Province, 

which has the best welfare level, and the Provinces of DI Yogyakarta, Riau Islands, Banten, Bali, and East 

Kalimantan are in one cluster with good welfare, in accordance with research conducted by Belinda in 2019 

[11], [26]. Then the provinces of NTT and Papua are in a cluster with high poverty rates, in accordance 

with research conducted by Saputri in 2023 [13], [27], [28]. 

The performance of the Gaussian Mixture Model (GMM) is better than DBSCAN in grouping 

provinces in Indonesia based on indicators of people's welfare, because the GMM results provide optimal 

cluster results of 5 clusters that are constant or do not change their optimal cluster according to the 

Silhouette Index, Davies-Bouldin Index, and Calinski-Harabasz Index values, as well as the BIC value [29], 

[30]. This is in accordance with research by Ambarsari in 2023 which states that GMM provides stable 

results in determining the optimal cluster according to the Silhouette Index, Davies-Bouldin Index, and 

Calinski-Harabasz Index values [12], [31]. 

 

4. CONCLUSIONS 

Based on the results of this study, several conclusions can be drawn. The comparison of DBSCAN 

and Gaussian Mixture Model (GMM) in clustering Indonesian provinces based on people’s welfare 

indicators, using Silhouette Index, Davies-Bouldin Index, and Calinski-Harabasz Index as evaluation 

metrics, indicates that GMM outperforms DBSCAN in terms of clustering quality. The cluster analysis 

using GMM resulted in the formation of five distinct clusters, where Cluster 1 represents provinces with 

medium welfare levels, Cluster 2 consists of provinces with fairly low welfare levels, Cluster 3 includes 

provinces with low welfare levels, Cluster 4 groups provinces with high welfare levels, and Cluster 5 

contains provinces with fairly high welfare levels. These findings highlight the effectiveness of GMM in 

capturing the variations in welfare conditions across provinces in Indonesia, providing a more detailed and 

structured classification compared to DBSCAN.  
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