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 ABSTRACT 

Article History: 
Spatial cluster analysis is an analysis used to identify a spatial pattern or geographical 

grouping of data. One method that can be used in spatial cluster analysis is Spatial 

Cluster Analysis by Tree Edge Removal (SKATER). This research aims to analyze the 
spatial pattern of the Unemployment Rate in East Java by utilizing the SKATER method. 

The clustering results are then used to create a weighting matrix, which is used to find 

local spatial autocorrelation values using the Local Indicators of Spatial Association 

(LISA) index. The data is taken from BPS East Java with variables including 
unemployment rate, education level, minimum wage, Human Development Index, and 

population density. The results show that this approach is able to identify significant local 

spatial patterns. However, the selection of the number of clusters and input variables 

proved to be very influential on the results, so care needs to be taken. 
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1. INTRODUCTION 

The unemployment rate is an important indicator that reflects the socio-economic conditions of a 

region. Unemployment is a situation in which a person who wants to work is not able to find a suitable job 

and is willing to work at the market rate of pay [1]. High unemployment reflects an imbalance between supply 

and demand for labor, which in the end can hamper economic growth and increase poverty and social 

inequality in a region. The mismatch between the qualifications of educational graduates and the needs of the 

job market also exacerbates the problem of unemployment. Graduates from various levels of education often 

struggle to find jobs that match their skills due to a lack of practical training. In East Java Province, with a 

population of more than 40 million people, the problem of unemployment has become a crucial issue that 

must be addressed immediately [2]. Even though economic growth in East Java is relatively stable, the 

problem of unemployment remains a significant challenge that requires serious attention from the local 

government and various stakeholders [3]. Open unemployment in East Java Province is a problem that must 

be addressed immediately by the local government. This challenge is not unique to East Java but across all 

regions of Indonesia. Therefore, intensive intervention is required to improve the community’s access to a 

decent standard of living and, consequently, to reduce poverty rates to the greatest extent possible [4]. 

The unemployment rate is the percentage of the number of unemployed to the total workforce. A high 

percentage of the unemployment rate indicates that there is a large workforce that is not being absorbed. 

According to data from the Central Bureau of Statistics Agency [5], in February 2023, the unemployment 

rate in East Java was 4.33% and will increase to 4.88% in August 2023. This means that for a period of one 

year, East Java Province experienced an increase in the percentage of unemployment rate compared to several 

provinces in East Java, such as West Java, Central Java, and Banten, which experienced a decrease in the 

percentage of unemployment rates over a period of one year. This percentage shows that although there has 

been improvement, the unemployment problem is still not completely resolved.  

Various efforts that can be made to deal with the problem of unemployment have received attention 

from researchers and scientists, many of whom have studied the causes of the high unemployment rate in 

East Java, as research conducted by [6] shows that there is a negative relationship between the human 

development index variable and education level on the unemployment rate, which means that when these two 

variables increase, the unemployment rate will decrease. Another research conducted by [7] concluded that 

the minimum wage variable had a negative and significant effect on the unemployment rate in Banten 

Province. Apart from that, research conducted by [8] shows that the level of labor force participation and 

population density affect the unemployment rate. 

Based on several previous studies, it can be concluded that the unemployment rate is not only 

influenced by economic factors, but also by other variables, such as education, social factors, and population 

density. East Java Province, which consists of 38 districts/cities, has different unemployment, education, 

social, and population density levels in each region. To see whether these regions have similar characteristics, 

the spatial clustering method is very appropriate to use, because this method considers the geographical 

location of the observations [9]. 

One such method is Spatial Kluster Analysis by Tree Edge Removal (SKATER), which is very suitable 

for identifying geographic patterns or groups of areas with similar socioeconomic characteristics. This 

technique is often used in ecological, epidemiological, and economic studies to detect homogeneous regions 

in spatial data. The SKATER method operates by calculating the dissimilarity between adjacent regions based 

on several variables, then pruning the resulting minimum spanning tree (MST) to form coherent spatial 

clusters. This method was chosen in this study due to its simplicity and computational efficiency compared 

to other clustering methods [10], [11], [12].  

Spatial analysis and regional clustering have become increasingly important methods for analyzing 

unemployment problems at the regional level. Several previous studies have applied various approaches to 

analyze spatial patterns of unemployment rates: (1) The traditional spatial cluster analysis approach has been 

used to identify geographic groupings of unemployment data but has limitations in analyzing relationships 

between regions. (2) The SKATER method was then developed as a more sophisticated approach for spatial 

cluster analysis. This method allows a more detailed analysis of how neighboring regions influence each 

other. (3) The use of Local Indicators of Spatial Association (LISA) has begun to be applied to measure local 

spatial autocorrelation and identify significant clusters at the local level. (4) Previous studies have examined 

variables that influence the unemployment rate, such as education level, minimum wage, and population 

density. Such as research conducted by [13] which analyzes the influence of population, HDI, and minimum 



BAREKENG: J. Math. & App., vol. 19(4), pp. 2633- 2646, December, 2025. 2635 

 

wage on the unemployment rate in Bangkalan Regency, then research conducted by [14] which analyzes the 

influence of education, minimum wage, and employment opportunities on unemployment in 2017-2021, and 

research conducted by [15] which analyzed population density on unemployment rates. However, not many 

have integrated spatial analysis with these variables comprehensively. Therefore, this study will combine the 

SKATER method with LISA to provide a deeper understanding of the spatial pattern of unemployment and 

the factors that influence it.  

This research aims to analyze the spatial pattern of the Unemployment Rate in East Java and examine 

the relationship with other variables such as education level, Minimum Wage, Human Development Index, 

and population density. Next, the clustering results will be used to see whether there is spatial autocorrelation 

between regions by utilizing the Local Indicators of Spatial Association (LISA) index to identify cluster 

patterns or distribution in geographic data. LISA provides insight into how an individual’s location is related 

to its neighbors in terms of certain attributes [16]. The LISA analysis method, developed by Anselin in 1995, 

performs spatial autocorrelation analysis based on spatial feature location and feature values [17]. LISA is 

one of the most commonly used methods to characterize differences among continuous values by considering 

their spatial arrangement and categorizing the values into spatial groups and outliers through significance 

testing [18]. Through this approach, it is hoped that significant spatial relationships between regions in East 

Java can be revealed. This research integrates the Spatial Kluster Analysis by Tree Edge Removal (SKATER) 

method with Local Indicators of Spatial Association (LISA) to provide a more comprehensive approach in 

identifying unemployment patterns. This integration has not been widely done, thus providing a new 

dimension in spatial analysis. 

This research is making a new contribution by integrating the SKATER and LISA methods for a more 

comprehensive analysis; considering broader socio-economic variables (level of education, minimum wage, 

HDI, and population density) focus on the East Java region which has unique geographical and economic 

characteristics; provides new findings that variations in the unemployment rate and related variables in East 

Java are not influenced by spatial factors or inter-regional linkages. This research opens a new perspective in 

understanding the dynamics of regional unemployment and can help in formulating more effective policies 

to overcome the unemployment problem in East Java. 

 

2. RESEARCH METHODS 

2.1 Data 

The data used is secondary data taken from BPS East Java in 2023, namely data regarding the 

unemployment rate based on regencies/cities in East Java. Several variables used are presented in Table 1. 

Table 1. Research Variables 

No. Variables Definition Unit 

1.  unem Unemployment Rate Percent (%) 

2. educ Education Level Percent (%) 

3. wage Minimum Wage Rupiah (IDR) 

4. HDI Human Development Index – 

5. dens Population Density Thousand people/km2 

2.2 Data Analysis Methods  

The analysis used in this research was carried out using RStudio and Geoda software, with details of 

the research sequence as follows: 

1. Prepare data to be analyzed based on several research variables. 

2. Applying the SKATER method: 

a. Create a Minimum Spanning Tree (MST) based on proximity relationships between regions using 

Prim’s algorithm, where MSTs are built iteratively, starting from a single node (points in a graph that 

represent a particular object or geographic region) and adding edges with the smallest weight that 

connect existing nodes to nodes that don’t yet exist [19]. Prim’s Algorithm steps: 
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i. Randomly select a starting node (𝑣0) and add it to the MST. 

ii. Select the edge (𝑒) with the smallest weight that connects the node (𝑢) in the MST to node (𝑣) 

outside the MST: 

min(𝑤(𝑒)) ,           𝑒 = (𝑢, 𝑣) 

where: 

𝑢 ∈ 𝑀𝑆𝑇 : a node that is already included in the current MST 

𝑣 ∉ 𝑀𝑆𝑇 : a node that is not yet included in the MST 

𝑤(𝑒)   : weight of edge 𝑒 

iii. Add node 𝑣 into the MST and repeat the process until all nodes are connected. 

b. Carrying out edge removal aims to cut connections between regions that are considered the most 

different. The edge-breaking step in the SKATER method is carried out after the MST is formed. To 

perform edge removal, we will select the edge that has the largest difference between connected 

regions. This process is often calculated based on dissimilarity, as in Euclidean Distance [20]: 

𝑑𝑖𝑗 = √(𝑥𝑖 − 𝑥𝑗)
2

+ (𝑦𝑖 − 𝑦𝑗)
2

 (1) 

where: 

𝑑𝑖𝑗: Euclidean distance between region 𝑖 and region 𝑗 

𝑥𝑖: 𝑥-axis coordinate of location 𝑖 
𝑥𝑗: 𝑥-axis coordinate of location 𝑗 

𝑦𝑖: 𝑦-axis coordinate of location 𝑖 
𝑦𝑗: 𝑦-axis coordinate of location 𝑗 

The edge with the highest dissimilarity will be removed: max(𝑑𝑖𝑗) 

c. Cluster formation. Once some edges are removed, the still connected regions will form clusters. In a 

truncated Minimum Spanning Tree, each component is connected to form a cluster. 

d. Determining the number of clusters according to the needs. With the SKATER process, it will 

automatically decide the specified number of clusters produced by MST. 

3. Defining the spatial weighting matrix using the grouping results obtained through the second process, 

applying the SKATER method. In the spatial weighting matrix, the following values will apply. 

𝑤𝑖𝑗 = {
1
0

  
if regencies/cities i and j are in the same cluster 

other
 

where: 

𝑖 : observed region  

𝑗 : neighbors of the observed region 

𝑤𝑖𝑗 : spatial weight matrix showing the proximity of regions 𝑖 and 𝑗  

Next, standardization of the weighting matrix is carried out. The results of the standardization of the 

weighting matrix will be used to calculate the local index.  

4. Calculate the Local Indicators of Spatial Association (𝐼𝑖) index for each region 𝑖, using the formula: 

𝐼𝑖 = 𝑧𝑖 ∑ 𝑤𝑖𝑗𝑧𝑗

𝑛

𝑗=1

 (2) 

𝑧 is the standard value (z-score) of the variable studied in the region 𝑖 [21], calculated by: 

𝑧𝑖 =
𝑥𝑖 − 𝑥̅

𝑠
 (3) 

where: 

𝑖 : observed region  

𝑗 : neighbors of the observed region 

𝑥𝑖 : variable value in region 𝑖 
𝑥̅ : the average of all variable values 

𝑠 : standard deviation of the variable value 
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𝑤𝑖𝑗 : spatial weight matrix showing the proximity of regions 𝑖 and 𝑗  

𝑧𝑖 : standard value of the variable from the 𝑖-th region  

 

If you get a positive value from 𝐼𝑖, it shows that region 𝑖 has variable values that are similar to neighboring 

regions (potential High-High or Low-Low clusters), whereas if you get a negative value from 𝐼𝑖, it shows 

that region 𝑖 has different variable values from neighboring regions (potential outliers, for example, High-

Low or Low-High). 

After calculating LISA for all regions, it can then be classified into four classifications according to spatial 

relationships based on the LISA values: 

• High-High: Regions with high variable values are surrounded by regions with high values (positive 

clusters). 

• Low-Low: Regions with low variable values are surrounded by regions with low values (negative 

clusters). 

• High-Low: Regions with high variable values are surrounded by regions with low values (outliers). 

• Low-High: Regions with low variable values are surrounded by regions with high values (outliers). 

3. RESULTS AND DISCUSSION 

East Java Province consists of 38 regencies/cities, where each region has different and unique 

characteristics. Figure 1 shows that East Java Province is divided into two large islands, namely Madura 

Island, which includes the regencies of Bangkalan, Sampang, Pamekasan, and Sumenep Regencies, and the 

other regencies are on the island of Java. 

  
Figure 1. Map of 38 Regencies/Cities in East Java  

RStudio Version 4.3.0 

This results in problems when forming a Minimum Spanning Tree in the R Studio Software. Therefore, 

the "connect_subgraphs" function from the "bigDM" package [25]-[27] is used with the aim of forming a 

line between Surabaya City and Bangkalan Regency, as seen in Figure 2.  
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Figure 2. Formation of Minimum Spanning Tree 

RStudio Version 4.3.0 

Figure 2 shows that it consists of nodes and edges that connect various regions in East Java. Nodes 

(black dots) represent regencies/cities in East Java, and edges (red lines) connect these nodes, indicating a 

relationship or connection between these regions. The formation of nodes and edges is then used to visualize 

spatial relationships in the context of clustering. The minimum spanning tree allows the formation of clusters 

based on proximity or real spatial relationships, rather than administrative divisions. In addition, MST is also 

often used in spatial analysis because it respects the geographic structure and spatial distribution of the data, 

making it a very useful tool in this kind of spatial analysis. 

Table 2. Characteristics of Each Cluster based on Average Value 

Cluster 𝒖𝒏𝒆𝒎 𝒆𝒅𝒖𝒄 𝒘𝒂𝒈𝒆 𝑯𝑫𝑰 𝒅𝒆𝒏𝒔 

Cluster 1 (yellow) 3.09 18.18 2,144,315.27 66.61 891.19 

Cluster 2 (green) 4.55 26.79 2,402,241.25 73.43 1,582.71 

Cluster 3 (pink) 5.83 35.96 3,920,708.63 78.03 3,719.92 

Table 2 shows that cluster 1 (yellow color in Figure 3) includes Bangkalan Regency, Sampang 

Regency, Pamekasan Regency, and Sumenep Regency, all of which are located on Madura Island. This 

cluster has the lowest average values for unemployment rate, education level, minimum wage, HDI, and 

population density. Cluster 2 (green color in Figure 3) consists of regencies and cities with the moderate 

average values in unemployment rate, education level, minimum wage, HDI, and population density among 

all clusters.  Meanwhile, cluster 3 (pink color in Figure 3) consists of Pasuruan Regency, Sidoarjo Regency, 

Mojokerto Regency, Gresik Regency, Pasuruan City, Mojokerto City, Surabaya City, and Batu City. This 

cluster has the highest unemployment rate, education level, minimum wage, HDI, and population density 

compared to the other clusters.  

 
Figure 3. Results of the Formation of 3 Clusters 

RStudio Version 4.3.0 

Surabaya City 

Bangkalan Regency 



BAREKENG: J. Math. & App., vol. 19(4), pp. 2633- 2646, December, 2025. 2639 

 

The clusters formed using the SKATER method are 3 groups, as shown in Figure 3. The accuracy 

level uses the Silhouette Score. This result shows the optimal accuracy value, because if tried for another 

number of clusters, the accuracy level is smaller. Therefore, these three clusters were chosen with the results 

shown in Table 3.  

Table 3. Accuracy of the Clusters 

Cluster Number of Members Silhouette Score 

Cluster 1 (yellow) 4 86.85% 

Cluster 2 (green) 26 44.15% 

Cluster 3 (pink) 8 23.30% 

This result is then used to form a spatial weighting matrix, which will be given a value of 1 if the region 

is in the same cluster, and will be given a value of 0 if the region is not in the same cluster. For example, 

Malang City with region code number 32 and Bojonegoro Regency with region code number 22 are in the 

same cluster (green color), so the weighting 𝑤32.22 = 1 and otherwise, namely the weighting 𝑤22.32 also has 

a value of 1. Another example, such as Surabaya City (pink color) with region code number 37 and Sampang 

Regency (yellow color) with region code number 27, are in two different clusters, then the weighting is 

𝑤37.27 = 0 and otherwise, namely, the weighting is 𝑤27.37 = 0. 

The results of forming a spatial weighting matrix are used to see whether there is local spatial 

autocorrelation, namely to measure the pattern of relationships between observation locations. If the 𝑖-th 

observation location has similar characteristics to its neighboring locations, then there is positive spatial 

autocorrelation, whereas if the 𝑖-th observation location is not similar to its neighboring locations, then there 

is negative spatial autocorrelation. 

Moran Scatterplot is a visualization tool used to display the relationship between the value of a variable 

in one location and the average value of the same variable in neighboring locations (lagged values). This plot 

provides a visual interpretation of the Moran Index and helps identify spatial patterns in the data. [22] explains 

that the Moran Scatterplot consists of four quadrants, which represent types of spatial relationships:  

• Quadrant I (High-High): locations with high values are surrounded by locations with high values 

• Quadrant II (Low-High): locations with low values are surrounded by locations with high values 

• Quadrant III (Low-Low): locations with low values are surrounded by locations with low values 

• Quadrant IV (High-Low): locations with high values are surrounded by locations with low values 

A study from [23] uses Moran Scatterplot to analyze spatial autocorrelation in economic activity. This 

research shows that the slope of the Moran Scatterplot is equivalent to the value of the Moran’s I statistic; 

points far from the center of the plot represent spatial outliers; and grouping of points in certain quadrants 

indicates the existence of a spatial cluster.  

 
(a) 
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(b) 

 
(c) 

Figure 4. Results of Unemployment Rate Variable Analysis 

GeoDa Version 1.22 

A frequently used index in spatial autocorrelation is Moran’s I. The global spatial statistic Moran’s I 

measures the global spatial correlation based on different geographic locations and associated feature values 

[24]. Figure 4 (a) shows that Moran’s I value is 0.185, which means that there is a positive but very weak 

spatial correlation, or in other words, there is a tendency that regions with similar unemployment rate 

variables (high or low) tend to be close together, but the relationship is not very strong. Figure 4 (b) shows 

that there are only 10 regencies/cities that are significant, either with a p-value of 5% or with a p-value of 

10% for the unemployment rate variable, where the smaller the p-value, the stronger the evidence that the 

spatial relationship does not happen randomly. Figure 4 (c) shows the 10 regions that are significant with a 

p-value of 5% or with a p-value of 10%. Seven regions are colored red (High-High), meaning that these 7 

regions have high unemployment rates, which are followed by regions that also have high unemployment 

rates. There is 1 region in blue (Low-Low), namely Sampang Regency, which has a low unemployment rate, 

and in the surrounding locations the unemployment rate is also low. There is 1 region colored light blue 

(Low-High), namely Batu City, which has a low unemployment rate but is surrounded by regions with a high 

unemployment rate. There is 1 region colored pink (High-Low), namely Bangkalan Regency, which has a 

high unemployment rate and is surrounded by regions with a low unemployment rate. 

Most of the areas classified in the High-High cluster are densely populated urban areas, such as 

Surabaya City and its surroundings, which face challenges in providing employment. Meanwhile, Low-Low 

regions such as Sampang Regency tend to have an agriculture-based economic structure that is more stable 

in terms of employment. Areas belonging to the High-High cluster are geographically close and share similar 

economic characteristics, such as the dominance of the informal sector and high population density. 
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(a) 

 
(b) 

 
(c) 

Figure 5. Results of Educational Level Variable Analysis 

GeoDa Version 1.22 
Figure 5 (a) shows that Moran’s I value is 0.334, which means that there is a positive but weak spatial 

correlation, or in other words, there is a tendency that regions with similar educational level variables (high 

or low) tend to be close together, but the relationship is not very strong. Figure 5 (b) shows that there are 

only 12 regencies/cities that are significant, either with a p-value of 10% or with a p-value of 0.1% for the 

education level variable. Figure 5 (c) shows the 12 regions that are significant with a p-value of 10% or with 

a p-value of 0.1%. Seven regions are colored red (High-High), meaning that these 7 regions have a high level 

of education, and their surroundings are regions that also have high levels of education. There are 4 regions 

in blue (Low-Low), namely 4 regencies on Madura Island, which have low levels of education, and the 

surrounding regions also have low levels of education. There is 1 region colored light blue (Low-High), 

namely Pasuruan Regency, which has a low level of education but is surrounded by regions with a high level 

of education. 

Areas classified as High-High, such as Surabaya City and Malang City, are known as education centers 

in East Java with many universities and quality education facilities. In contrast, Low-Low areas on Madura 

Island generally still face limited access to education and learning support facilities. The regions in the Low-

Low cluster in Madura are similar in terms of limited education infrastructure and low high school enrollment, 

leading to low average years of schooling regionally. 
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(a) 

 
(b) 

 
(c) 

Figure 6. Results of Minimum Wage Variable Analysis 

GeoDa Version 1.22 

Based on Figure 6 (a), it can be seen that Moran’s I value is 0.636, which means that there is a positive 

and strong spatial correlation, or in other words, there is a tendency that regions with similar minimum wage 

variables (high or low) tend to be close together. Figure 6 (b) shows that all regencies/cities in East Java are 

significant for the minimum wage variable, either with a p-value of 5%, a p-value of 10% or a p-value of 

0.1%. Figure 6 (c) shows there are 8 regions that are colored red (High-High), meaning that these 8 regions 

have high minimum wages, and the surrounding regions are regions that also have high minimum wages. 

There are 24 regions in blue (Low-Low), namely 24 regencies that have low minimum wages, and the 

surrounding regencies also have low minimum wages. There are 6 regions colored pink (High-Low), which 

have a high minimum wage but are surrounded by regions with a low minimum wage. 

High-High regions such as Surabaya, Gresik, and Sidoarjo are large industrial areas with high 

economic activity, which contributes to the setting of high minimum wage. In contrast, Low-Low regions 

such as regencies in the Madura region generally have an agrarian or fishing economic base, with a relatively 

low cost of living. Most areas in the Low-Low cluster are characterized by geographical proximity, limited 

industrial infrastructure, and low levels of urbanization. In contrast, the High-High cluster is generally located 

on major trade routes and has good transportation connectivity. 
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(a) 

 
(b) 

 
(c) 

Figure 7. Results of HDI Variable Analysis 

GeoDa Version 1.22 

Figure 7 (a) shows that Moran's I value is 0.332, which means that there is a positive but weak spatial 

correlation, or in other words, there is a tendency that regions with similar HDI variables (high or low) tend 

to be close together, but the relationship is not too strong. Figure 7 (b) shows that there are only 12 

regencies/cities that are significant, either with a p-value of 5% or 10% or with a p-value of 0.1% for the HDI 

variable. Figure 7 (c) shows that of the 12 significant regions, there are 7 regions that are colored red (High-

High), meaning that these 7 regions have high HDI and their surroundings are followed by regions that also 

have high HDI. There are 4 regions in blue (Low-Low), namely 4 regencies on Madura Island, which have 

low HDI, and the surrounding regions also have low HDI. There is 1 region colored light blue (Low-High), 

namely Pasuruan Regency, which has a low HDI but is surrounded by regions with a high HDI. The results 

of this analysis are similar to the results of the analysis for the education level variable. 

High-High areas such as Surabaya City and Malang City have excellent education and health 

infrastructure and high levels of welfare. In contrast, Low-Low areas on Madura Island have limited access 

to education and health services, as well as lower income levels, which have an impact on low HDI scores. 

Areas in the High-High cluster are generally located in urban areas with economic centers, higher education 

facilities, and adequate health services. Meanwhile, the Low-Low cluster generally consists of rural areas 

with limited infrastructure access and low levels of urbanization. This suggests that spatial clustering in HDI 

is closely related to the level of development and urbanization of a region. 
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(a) 

 
(b) 

 
(c) 

Figure 8. Results of Population Density Variable Analysis 

GeoDa Version 1.22 

Figure 8 (a) shows that Moran’s I value is 0.127, which means that there is a positive but very weak 

spatial correlation, or in other words, there is a tendency that regions with similar unemployment rate 

variables (high or low) tend to be close together, but the relationship is not too strong. Figure 8 (b) shows 

that 31 regencies/cities are significant, both with a p-value of 5%, 10%, or 0.01%. Figure 8 (c) shows that of 

the 31 significant regions, 4 regions are colored red (High-High), namely Surabaya City, Sidoarjo Regency, 

Mojokerto City, and Pasuruan City, meaning that these 4 regions have high population density, and the 

surrounding regions also have high population density. This is visible from these regions being industrial 

regencies and cities, so these four regencies and cities indeed have high population densities, and those in 

their surroundings are also high. There are 18 regions colored blue (Low-Low), namely regions that have 

low population density, and the surrounding locations are also low. There are 4 regions colored light blue 

(Low-High), namely Pasuruan Regency, Batu City, Mojokerto Regency, and Gresik Regency, which have 

low population density but are surrounded by regions with high population density. There are 5 regions 

colored pink (High-Low), namely Madiun City, Kediri City, Blitar City, Malang City, Probolinggo City, 

which have high population density and are surrounded by regions with low population density. 

High-density areas such as Surabaya, Sidoarjo, and Mojokerto are centers of industry and trade, with 

high levels of urbanization and in-migration. In contrast, Low-Low areas are generally agrarian or hilly areas 

such as Trenggalek or Bondowoso, with limited access to transportation and relatively small populations. 

High-High clusters tend to be located in urban areas or suburbs of large cities that have adequate access to 
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infrastructure, educational facilities, and the economy. In contrast, the Low-Low cluster is dominated by rural 

or mountainous areas with scattered settlement patterns and limited development. 

4. CONCLUSION 

After the analysis was carried out using the SKATER (Spatial Kluster Analysis by Tree Edge Removal) 

method to form a spatial weighting matrix and continued with the use of the LISA (Local Indicators of Spatial 

Association) method for the variables of unemployment rate, education level, minimum wage, HDI, and 

population density to detect local spatial autocorrelation in East Java Province is quite good. However, the 

selection of the number of clusters to be formed and the variables used in defining the clusters must be done 

carefully.  
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