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ABSTRACT

Student success can be defined based on the period of study taken until graduation from
college. Machine learning can be used to predict the factors that are thought to influence
student success. To achieve optimal machine learning model performance, attention is
needed on the sample size. This study aims to determine the effect of student sample size
on the stability of model performance to predict student success. This research is
quantitative. The data used is student data from a university in Yogyakarta from 2014 to
2019, totaling 19061 students. The target variable is the student study period in months,
while the predictor variables are college entrance pathways, GPA from semester 1 to
semester 6, and family socioeconomic conditions based on the father’s and mother’s
income. This research uses the XGBoost model with the best hyperparameters and the
bootstrap approach. Bootstrapping was performed on the original data by sampling
twenty different sample sizes: 250, 500, 750, 1000, 1250, 1500, 1750, 2000, 2250, 2500,
2750, 3000, 3250, 3500, 3750, 4000, 4250, 4500, 4750, and 5000. The resulting bootstrap
samples were replicated ten times. Model performance evaluation uses the Root Mean
Square Error (RMSE) value. The result of this research is the XGBoost model with the
best hyperparameters, obtained through the training data division scheme of 90% and
testing data of 10%, which has the smallest RMSE value of 8.318. The model uses the best
hyperparameters: n_estimators of 75, max_depth of 8, min_child_weight of 5, eta of 0.07,
gamma of 0.2, subsample of 0.8, and colsample_bylevel of 1. The XGBoost model with
optimal hyperparameters demonstrates peak performance stability at a sample size of
1750 students, as evidenced by consistent RMSE values across 10 bootstrap replications,
confirming that this data quantity provides the ideal balance between prediction accuracy
and stability for estimating study duration.
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1. INTRODUCTION

The success of student studies is measured based on the study period in months taken by students to
graduate from college. This measure of study success provides an overview of the duration required by each
student to complete their study program. The measure is discrete, represented as a count of months, which is
an integer. Integers are discrete variables [1].

The success of student studies, measured by the study period, can be influenced by several factors.
Machine learning can be used to predict the study period of students. In addition, machine learning has the
capability to build models from large datasets [2]. A model that can be used to predict the study period of
students is XGBoost.

Xtreme Gradient Boosting (XGBoost) is an enhancement of gradient tree boosting that can effectively
be used in large-scale machine learning cases [3]. XGBoost can be utilized to prevent overfitting [3]. Research
conducted by [4] also stated that XGBoost provides better performance than RGBM and is faster than scikit-
learn.

XGBoost was selected for this study due to several key advantages. First, as an enhancement of the
Gradient Boosted Decision Trees (GBDT) algorithm, XGBoost overcomes the limitations of the base model
through the addition of L1/L2 regularization that reduces overfitting [3]. Second, its ability to automatically
handle missing data is particularly relevant given the frequently incomplete nature of educational data. Third,
its parallel computing optimization enables efficient processing of large datasets [4], whereas similar
algorithms like Random Forest prove less optimal for datasets of this scale.

This study divided the data into four schemes: the first scheme used 60% training data and 40% testing
data, the second scheme used 70% training data and 30% testing data, the third scheme used 80% training
data and 20% testing data, and the fourth scheme used 90% training data and 10% testing data.

To achieve optimal model performance, it can be evaluated using the Root Mean Square Error (RMSE).
XGBoost requires proper hyperparameter tuning to improve prediction accuracy and assist in decision-
making regarding factors influencing student study duration. Meanwhile, achieving optimal model
performance in predicting student study duration also necessitates attention to sample size, which is suspected
to affect model performance.

Larger sample sizes can help improve model performance by reducing variance and increasing
prediction accuracy. Several studies have examined how sample size affects the stability of model
performance. This research utilized one of the machine learning models, mixed-effects regression, and Monte
Carlo simulation. The study concluded that a large sample size is essential for achieving stable model
performance results.

Simulation of a model to replicate data as desired can be performed using bootstrapping. The bootstrap
algorithm works by taking multiple independent bootstrap samples, evaluating the corresponding bootstrap
replications, and estimating the standard error of 0 using the empirical standard deviation of those replications
[5]. Bootstrapping is conducted to learn about the model from a data distribution [6].

Research on bootstrap has been conducted by [7] regarding logistic regression models for classifying
the graduation time of STIKOM Bali students using the bootstrap aggregating or bagging method. The
researchers applied bagging to improve classification accuracy and parameter stability in the logistic
regression model. The study results showed that the bagging approach in logistic regression increased
classification accuracy by 1.01%. The best classification, at 86.40%, was achieved with 70 bootstrap
replications.

Therefore, the researcher aims to examine the stability of model performance, observed through the
Root Mean Square Error (RMSE) value, in predicting student study duration using the XGBoost model with
the bootstrap method. If it is proven that the number of student sample sizes affects the stability of model
performance in predicting study duration, it can be concluded that sample size influences model performance
stability. Research to determine the stability of model performance for predicting student study duration needs
to consider student sample sizes.
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2. RESEARCH METHODS

2.1 Data Collection

This research uses secondary data. The data in this study are student data from 2014 to 2019, totalling
19061 students. The population in this study was students at one of the universities in Yogyakarta.

2.2 Variable Definition

The variables used in this study are the period of study of students in units of months taken by students
from the beginning of entering college to graduation, college entrance paths consist of SNBP (National
Selection Based on Achievement), SNBT (National Selection Based on Test), and Independent Selection,
father’s income, mother’s income, GPA (Grade Point Average) for semester 1, semester 2, semester 3,
semester 4, semester 5, and semester 6.

Table 1. Definition of Variable
Variable Type Description of Variables
Study Period Continuous 42- 84 months

GPA for semester 1 Continuous 0.00 -4.00

GPA for semester 2 Continuous 0.00 - 4.00

GPA for semester 3 Continuous 0.00-4.00

GPA for semester 4 Continuous 0.00-4.00

GPA for semester 5 Continuous 0.00-4.00

GPA for semester 6 Continuous 0.00-4.00
College Entrance Pathways Categorical : SNBT
: SNBP
: Independent Selection
:Rp0
- Rp1,000 - Rp500,000
- Rp500,000 - Rp1,000,000
- Rp1,001,000 - Rp1,500,000
- Rp1,501,000 - Rp2,000,000
: Rp2,001,000 - Rp2,500,000
: Rp2,501,000 - Rp3,000,000
: Rp3,001,000 - Rp3,500,000
: Rp3,501,000 - Rp4,000,000
0 : > Rp4,000,000
:Rp0
- Rp1,000 - Rp500,000
- Rp501,000 - Rp1,000,000
- Rp1,001,000 - Rp1,500,000
- Rp1,501,000 - Rp2,000,000
- Rp2,001,000 - Rp2,500,000
: Rp2,501,000 - Rp3,000,000
: Rp3,001,000 - Rp3,500,000
: Rp3,501,000 - Rp4,000,000
0 : > Rp4,000,000

Father’s Income Categorical

Mother’s Income Categorical

P OO ~NOUPDWNRPPOO~NOOOPRWNE WNE

1) Study Period

According to [8], the success of student studies is defined by students completing their education on
time. The standard duration for undergraduate students to complete their studies on time is four years,
equivalent to eight semesters.

Several factors influence the length of a student’s study period. Research conducted by [9] on factors
presumed to affect academic achievement and the length of study found two factors influencing student
performance: gender and university admission pathways. Meanwhile, factors influencing the length of study
are gender, type of higher education institution, Grade Point Average (GPA), and university admission
pathways.

Research conducted by [8] on the classification of factors affecting the length of student study
identified presumed factors such as university admission pathways, gender, first-semester GPA, region of
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origin, and family economic conditions. The study concluded that the factors influencing the length of student
study are first-semester GPA and family economic conditions.

2) Semester GPA

Regulation of the Minister of Education, Culture, Research and Technology Number 53 of 2023
concerning Quality Assurance of Higher Education states that the results of learning outcomes each semester
are expressed in the Semester GPA. Assessment of student learning outcomes in courses is expressed in an
achievement index or a description of passing and not passing (Regulation of the Minister of Education,
Culture, Research and Technology Number 53 of 2023 concerning Quality Assurance of Higher Education).
The form of achievement index assessment is expressed in letter A equivalent to number 4, letter B equivalent
to number 3, letter C equivalent to number 2, letter D equivalent to number 1, and letter E equivalent to
number 0 (Regulation of the Minister of Education, Culture, Research and Technology Number 53 of 2023
concerning Quality Assurance of Higher Education).

3) College Entrance Pathways

Ministerial Regulation of Education, Culture, Research, and Technology Number 48 of 2022 on the
Admission of New Students for Diploma and Undergraduate Programs at State Universities stipulates that
the scope of new student admissions for diploma and undergraduate programs at State Universities (PTN)
includes diploma three, diploma four or applied undergraduate, and undergraduate programs. New student
admissions are conducted through national selection based on achievements (SNBP), national selection based
on tests (SNBT), and independent selection by universities (Ministerial Regulation of Education, Culture,
Research, and Technology Number 48 of 2022 on the Admission of New Students for Diploma and
Undergraduate Programs at State Universities).

4) Socio-economic Condition

According to [10], socioeconomic conditions can be observed through the income received by each
individual in a family from their employment. Income exceeding consumption levels indicates family
welfare, whereas income below consumption levels reflects a lack of welfare for the family [10]. Community
welfare can be assessed from economic and social perspectives, such as income levels, monthly expenditures
for food and non-food, production levels, investments, and others. From a social perspective, it includes
education levels, work ethic, type of occupation, population dynamics, and more.

Learning motivation can be influenced by the family environment, particularly the socioeconomic
status of parents, which supports students’ academic achievement. Student learning outcomes, which require
support to facilitate their education, are influenced by their parents’ social conditions [11]. Separating
fathers’ and mothers’ incomes allows for the identification of each parent’s specific contribution to the
family’s socioeconomic condition.

2.3 Analytical Approach

The model used in this study is XGBoost. In this study, the Bootstrapping method will be used in the
data resampling process. The analysis steps using R Studio are as follows.
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Figure 1. Research Flow Diagram

Based on Figure 1, this research began with the preparation of student data to be used in the modeling
process. The next step involved data pre-processing, which included cleaning the data, adjusting formats, and
removing irrelevant records. Afterward, the dataset was split into training and testing sets. Hyperparameter
tuning for the XGBoost model was then carried out using two approaches: grid search and random search, to
identify the best combination of parameters. The XGBoost model was trained using the training data and then
used to make predictions on the testing data. The model’s performance was evaluated using the Root Mean
Square Error (RMSE) metric, and the best-performing model was selected based on the lowest RMSE value.
The best model was then applied to the original full dataset.

To assess the model’s stability, a bootstrapping process was conducted using R to generate multiple
replicated sample datasets. The XGBoost model was rebuilt on each of these bootstrap samples. Each model’s
performance was measured using RMSE for every replication. The RMSE values obtained were then
analyzed to determine whether they were stable across replications. If the RMSE values did not differ
significantly from one replication to another, it was concluded that the model’s performance was stable for
that particular sample size.

1) Machine Learning

Machine learning is an application of artificial intelligence that enables systems to learn automatically
from a set of data to perform specific tasks without being explicitly programmed [12]. Machine learning can
be defined as a computer application and mathematical algorithm adopted through learning from data to
generate future predictions. The learning process in machine learning consists of two stages: training and
testing. The training data is used to train the algorithm, while the testing data is used to evaluate the
algorithm’s performance on new, unseen data.

In machine learning, the quality of the resulting model is highly influenced by the quality of the training
data used. According to [13], most machine learning algorithms have settings called hyperparameters, which
control the behavior of the algorithm. These hyperparameters are not adapted by the algorithm itself during
the learning process. When the dataset is too small, an alternative procedure that allows the use of all
examples in estimating the average test error is cross-validation [13]. Cross-validation splits the dataset into
different subsets of training and testing data, randomly selected from the original dataset [13].
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2) Extreme Gradient Boosting

Extreme Gradient Boosting (XGBoost) is a model first proposed by Tiangi Chen and Carlos Guestrin
in 2011. According to [3], Extreme Gradient Boosting is an algorithm that can be used to solve various
problems, particularly in regression, classification, and ranking. The XGBoost algorithm utilizes the concept
of ensemble learning, which combines the results of multiple models to generate more accurate predictions
[14]. XGBoost aggregates predictions from multiple weak learners, known as decision trees. It employs a
regularized model to construct regression tree structures, reducing model complexity to prevent overfitting

3.

XGBoost addresses the limitations of traditional gradient boosting algorithms by introducing various
innovations, such as regularization, sequential decision trees, and more effective handling of missing data.
The core concept of this algorithm is to iteratively adjust learning parameters to minimize the loss function
[3]. XGBoost tends to assign higher weights to rare classes in class imbalance scenarios because it focuses
on improving model performance for the minority class, which has fewer samples [14]. In cases of class
imbalance, errors in the minority class produce larger gradients, prompting the algorithm to assign higher
weights to that class to minimize errors [14]. The XGBoost algorithm was briefly introduced by [4] as
follows:

A tree model integrated with the addition method [4].

9i= ) fita.fieF (1)
i
Information:
37tt - Predicted value for the i-th data point after ¢ iterations
fi(xi) . Base tree model
The objective function is as follows [4].
L= 1@y + ) 0 @
i i
Information:
l . Predicted value for the i-th data point after t iterations, loss function that

represents the error between the prediction and the true value

The regularization function is as follows [4].

a(F) = yT 450+ wll’ ©
Information:
14 A parameter that controls the number of leaf nodes
T Number of leaf nodes in the tree
A Parameter that controls the weight of leaf nodes
w . Weights of leaf nodes in the tree

The information gain of the objective function is as follows [4].

1| Gier, 9" Rierg 91’ Cier, g)*

Gain = 2 Yie, bt + 4 Xier, hr + 4 Xier, by + 1 @
Information:
Ji . The gradient used to show how big the error is
h; . Hessian, which is used to show how changes in the predicted value affect the

error generated by the model.
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3) Hyperparameter Tuning

The parameters that can improve model performance are called hyperparameters [3]. The methods used
for hyperparameter tuning include Grid Search Cross-Validation (CV) and Random Search Cross-Validation
(CV). Grid Search Cross Validation (Grid Search CV) is a hyperparameter optimization method in machine
learning that works by constructing and evaluating every combination of predefined algorithm parameters
within a grid. It conducts an exhaustive search to test all possible parameter combinations [15]. Random
Search Cross Validation (Random Search CV) is a model selection method that assigns hyperparameter
values by randomly selecting combinations of hyperparameters to train the model.

Below are the best hyperparameter values for the XGBoost model according to [16].

Table 2. Best Values for Hyperparameter Tuning

Hyperparameter The Usefulness of Hyperparameters

n_estimators The number of trees used for prediction

max_depth Setting the maximum depth of each tree
min_child_weight The minimum weight required for each tree branch
eta (learning_rate) Helps regulate the magnitude of changes applied

gamma Sets the minimum reduction in loss

subsample Controls how much data is used in each iteration

colsample_bylevel Determines the percentage of training data used to build
the tree

Table 2 presents the best values selected for hyperparameter tuning in the XGBoost model, along with
an explanation of their usefulness. The n_estimators parameter represents the number of trees used in the
boosting process, which influences both the model’s performance and computational cost. The max_depth
controls the maximum depth of each tree, affecting the model’s ability to capture complex patterns in the
data. The min_child_weight sets the minimum weight required to create a new child node, helping to prevent
overfitting by requiring sufficient data in each leaf. The eta (learning_rate) determines the step size in the
learning process, where smaller values typically lead to better generalization but require more trees. The
gamma parameter specifies the minimum reduction in loss needed to make a further split, acting as a
regularization mechanism to control tree complexity. The subsample parameter defines the proportion of
training data used in each iteration, introducing randomness to avoid overfitting. Lastly, colsample_bytree
controls the fraction of features used to build each tree, which also helps improve the model’s generalization
capability. These hyperparameters play a crucial role in optimizing model performance and ensuring robust
predictions.

4) Model Evaluation

Model evaluation is used to select the best model and can be performed using the Root Mean Squared
Error (RMSE). According to [17], the best model is the one with the lowest RMSE among the built models.
The RMSE equation is as follows [18].

RMSE = (5)
Information:
Vi . Actual value of the i-th observation (i = 1,2,...,n)
v, . Predicted value of the i-th observation (i = 1,2,...,n)
n : Number of observation samples

5) Bootstrapping

Bootstrap is a method that involves sampling with replacement (resampling) from observed data [6].
According to [5], bootstrap is a widely applied resampling method that enables the creation of more realistic
models. The purpose of using the bootstrap method is to address issues related to small datasets, data that
deviate from assumptions, or data that do not follow any specific distribution assumptions [19]. Research on
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model performance stability requires repeated resampling from the original data to assess the errors produced
by each sample. Therefore, the bootstrap method is essential in such studies.

3. RESULTS AND DISCUSSION
3.1 Results

3.1.1 Data Description

The target variable used in this study is the students’ study duration, measured in months, from their
initial enrollment in university until graduation between 2014 and 2019. The predictor variables suspected to
influence study duration include university admission pathways, family economic conditions (father’s and
mother’s income), and students’ academic performance, represented by their Grade Point Average (GPA)
from the first to the sixth semester.

According to [9], factors influencing students’ study duration include GPA and university admission
pathways. Meanwhile, [8] found that study duration is affected by GPA and family economic conditions,
specifically parents’ income. The characteristics of these variables are presented in Table 3 and Table 4.

Table 3. Descriptive Statistics for Continuous Variables

Variable Mean Variance Minimum Maximum
Study Period 49.03 81,46 42 84
GPA for semester 1 3.11 1.12 0.00 4.00
GPA for semester 2 3.44 0.06 0.00 4.00
GPA for semester 3 3.46 0.08 0.00 3.98
GPA for semester 4 3.47 0.08 0.00 3.98
GPA for semester 5 3.50 0.07 0.00 3.98
GPA for semester 6 3.51 0.08 0.00 3.97

Based on Table 3, the average study duration for students in higher education is 49.03 months, or
approximately 8 semesters, indicating that most students complete their studies on time. Additionally, the
study duration has a variance of 81.45, suggesting a considerable degree of variability. A higher variance
implies greater diversity in students’ study durations. According to [20], the larger the difference between the
highest and lowest values in the data, the greater the variation.

Table 3 also shows variability in students’ Grade Point Averages (GPA), but overall, students
demonstrate good academic performance, as the average GPA in each semester exceeds 3.00. Furthermore,
the average GPA consistently increases across semesters. A study conducted by [21] examined factors
suspected to influence GPA. The results indicated that the factors affecting students” GPA include study hours
at home, study hours on campus, and the number of organizations they participate in.

Table 4. Descriptive Statistics for Categorical Variables

Variable Category Count
College Entrance Pathways 1:SNBT 6003
2 : SNBP 7235
3 : Independent Selection 5823
Father’s Income 1:Rp0 2371
2 : Rp1,000 - Rp500,000 1895
3: Rp501,000 - Rp1,000,000 3571
4 : Rp1,001,000 - Rp1,500,000 2827
5: Rp1,501,000 - Rp2,000,000 1573
6 : Rp2,001,000 - Rp2,500,000 1017
7 1 Rp2,501,000 - Rp3,000,000 1203
8 : Rp3,001,000 - Rp3,500,000 959
9 : Rp3,501,000 - Rp4,000,000 1373
10 : > Rp4,000,000 2272
Mother’s Income 1:Rp0 9631
2 : Rp1,000 - Rp500,000 2726
3: Rp501,000 - Rp1,000,000 1934
4 : Rp1,001,000 — Rp1,500,000 940
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Variable Category Count
5: Rp1,501,000 - Rp2,000,000 485
6 : Rp2,001,000 - Rp2,500,000 446
7 : Rp2,501,000 - Rp3,000,000 606
8 : Rp3,001,000 - Rp3,500,000 577
9 : Rp3,501,000 - Rp4,000,000 894
10 : > Rp4,000,000 922

Based on Table 4, there is diversity in students’ admission pathways into higher education, including
SNBT, SNBP, and Independent Selection. Additionally, Table 4 reflects the economic conditions of students’
families, as seen from the father’s and mother’s income, providing insights into the different economic
backgrounds of students. According to Table 4, the Seleksi Nasional Berdasarkan Prestasi (SNBP) is the
most common university admission pathway, with 7235 students. Meanwhile, the Independent Selection
pathway has the fewest students, with 5823 students.

Regarding fathers’ income, out of ten income categories, Category 3 (Rp501,000 - Rp1,000,000) has
the highest number of fathers, totaling 3571. In contrast, Category 8 (Rp3,001,000 - Rp3,500,000) has the
fewest, with only 959 fathers. For mothers’ income, the most common category is Category 1 (RpO or no
income), with 9631 mothers. On the other hand, Category 6 (Rp2,001,000 - Rp2,500,000) has the fewest
mothers, totaling 446.

3.1.2 XGBoost Model with Hyperparameter Tuning

This study uses two testing schemes. The first testing scheme is the XGBoost model testing with
hyperparameter tuning using grid search cross-validation (CV), and the second testing scheme uses random
search cross-validation (CV). According to several previous studies, the best model is obtained with the
training and testing data splitting scheme, as shown in Table 5.

Table 5. Data Splitting Scheme

Researcher Data Splitting
Wicaksono et al. (2024) [22] Training: 60%
Testing : 40%

Rayadin et al. (2024) [23] Training: 70%
Testing : 30%

Wibowo (2022) [24] Training: 80%
Testing : 20%

Saputra et al. (2024) [25] Training: 90%

Testing : 10%

To obtain the best model, it is necessary to use the optimal data splitting scheme for training and testing,
as shown in Table 5. Additionally, achieving the best model also requires using the optimal hyperparameters.
According to previous research, the best XGBoost model can be obtained with the hyperparameter values
listed in Table 6.

Table 6. Hyperparameter Value Scheme

Researcher Hyperparameter Hyperparameter Values
Syukron et al. (2020) [26] n_estimators (30; 50; 75; 100; 125)
Jange (2022) [27] max_depth (8; 10; 12; 15)

Syukron et al. (2020) [26] min_child_weight (1;2;3;4;5)
Agustin et al. (2023) [28] eta (learning_rate) (0.07; 0.16; 0.21; 0.43)
Wibowo (2022) [24] gamma (0.001; 0.01; 0.1; 0.2; 0.3)
Rayadin et al. (2024) [23] subsample (0.6; 0.7; 0.8)
Febriantoro et al. (2023) [3] colsample_bylevel (0.1;0.2;0.25; 1)

To optimize the predictive model in this study, K-Fold Cross-Validation can be utilized. According to
[29], K-Fold Cross-Validation can help reduce computational time while maintaining the accuracy of the
prediction process. Additionally, K-Fold Cross-Validation can address issues of overfitting and underfitting.
Based on previous research, the best XGBoost model can be obtained by determining the appropriate K-Fold,
as shown in Table 7.
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Table 7. K-Fold Cross-Validation Scheme

Researcher K-Fold
Syukron et al. (2020) [26] 5-fold CV
Pardede & Nurrohmah (2024) [30] 5-fold CV

3.1.3 Best Model Selection

The best model selection is based on the smallest RMSE value from each model built using various
testing schemes. The best model in this study is the XGBoost model, using a data splitting scheme of 90%
for training and 10% for testing, with grid search cross-validation (CV), achieving the lowest RMSE value
of 8.318. The optimal hyperparameter values for this model can be seen in Table 8.

Table 8. Best Model Hyperparameters

Hyperparameter Best Hyperparameters

n_estimators 75
max_depth 8
min_child_weight 5

eta (learning_rate) 0.07
gamma 0.2
subsample 0.8
colsample_bylevel 1

3.1.4 Bootstrapping

Bootstrapping is performed by sampling with replacement for a total of 10 replications, using sample
sizes of 250, 500, 750, 1000, 1250, 1500, 1750, 2000, 2250, 2500, 2750, 3000, 3250, 3500, 3750, 4000, 4250,
4500, 4750, and 5000. For each sample, the best XGBoost model is built based on the optimal data splitting
scheme for training and testing, as well as the previously determined hyperparameters. The RMSE values for
each sample can be seen in Figure 2.
250 500 750 1000 1250
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a8 BBWSBWBBMSEM
24 g4 2.4 a4 24

25 50 75 100 25 50 75 100 25 50 75 100 25 50 75 100 25 50 75 100
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Figure 2. Model Performance Stability

Based on Figure 2, the most stable sample size, as indicated by the RMSE values obtained across 10
replications, is 1750 data samples. Research on model performance stability has been conducted, revealing
that the number of student samples influences both the RMSE values and the stability of the XGBoost model’s
performance using the optimal hyperparameters.
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3.2 Discussion

This study utilizes data from students of a university in Yogyakarta from 2014 to 2019, totaling 19061
records. The predictor variable used is the students’ study duration in months, while the response variables
include university admission pathways, GPA from the first to the sixth semester, and the family’s
socioeconomic status based on the father’s and mother’s income. The objective of this study is to assess the
stability of the model’s performance in predicting students’ study duration by considering different student
sample sizes using the XGBoost model.

Based on the XGBoost model with the optimal hyperparameters, the best model for predicting students’
study duration uses a data split of 90% for training and 10% for testing, achieving the lowest RMSE value of
8.318. The model’s best hyperparameters, as listed in Table 8, are as follows: n_estimators = 75, max_depth
=8, min_child_weight = 5, eta (learning rate) = 0.07, gamma = 0.2, subsample = 0.8, and colsample_bylevel
=1.

Based on the RMSE plot of the bootstrapped sample data in Figure 2, the sample size of 250 appears
unstable due to the significant differences in RMSE values across replications. For the 250-sample data, the
highest RMSE value is 9.243, while the lowest is 8.908. Similarly, sample sizes of 500, 750, 1000, 1250,
1500, 2000, 2250, 2500, 2750, 3000, 3250, 3500, 3750, 4000, 4250, 4500, 4750, and 5000 also exhibit
instability. However, based on the RMSE plot in Figure 2, the sample size of 1750 with ten replications is
the most stable, as it has the smallest RMSE variation across replications.

Thus, this study concludes that the stability of the XGBoost model with the optimal hyperparameters
for predicting study duration is achieved with a sample size of 1750 students. Research on model performance
stability has been conducted, showing that model performance depends on sample size. These findings are
supported by [31], who used different methods and datasets, and also found that sample size affects model
performance stability.

This study is limited to data from a single university in Yogyakarta, which may affect the
generalizability of its findings. The authors recommend future research to incorporate data from multiple
institutions across different regions and with varied characteristics to enhance result validity. Such expansion
would yield more robust and representative insights into student study duration patterns in Indonesia’s diverse
higher education landscape.

4. CONCLUSION

The model was optimized through grid search cross-validation (CV) and 5-fold CV, achieving the
lowest RMSE value of 8.318. The optimal hyperparameters for this model include n_estimators = 75,
max_depth = 8, min_child_weight = 5, eta (learning rate) = 0.07, gamma = 0.2, subsample = 0.8, and
colsample_bylevel = 1. The sample size in this study, which represents the number of students, influences
the model’s performance in predicting students’ study duration. Performance is evaluated using the RMSE
value, which indicates that as the sample size increases, the RMSE decreases. This suggests that the model
performs better when trained with a larger dataset, as it can generalize more effectively and provide more
accurate predictions. The stability of the XGBoost model’s performance with the best hyperparameters is
observed at a sample size of 1750 students. This conclusion is based on RMSE values obtained across
different sample sizes after 10 replications using bootstrap data. The model remains consistent and reliable
at this sample size, indicating that 1750 data provide an optimal balance between accuracy and stability in
predicting students’ study duration.
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