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ABSTRACT

School dropout is a problem in the education sector that can hinder the progress of the
quality of human resources and the competitiveness of the nation. West Java Province has
the highest school dropout rates among all provinces in Indonesia. The data on school
dropout rates exhibit spatial and temporal variations. Additionally, the potential
differences between regions allow for the occurrence of diverse data that can be
addressed locally and globally. Mixed Geographically Temporally Weighted Regression
(MGTWR) is an extension of the GWR method that can produce parameters that are both
local and global for each location and time. S0, the objective of this research is to obtain
factors that have a local and global influence on the school dropout rate in West Java
Province using the Mixed Geographically Temporally Weighted Regression method. In
this study, the data used includes school dropout rates in West Java Province from 2018
to 2022. The data used is sourced from the official statistical data website of the Ministry
of Education, Culture, Research and Technology, and the official website of the West Java
Province Central Statistics Agency. The results of the MGTWR modeling show that
globally influential variables include the percentage of the poor population, population
density, unemployment rate, and average length of schooling, which have local effects.
Based on the MGTWR model, the Fixed Kernel Gaussian weighting function is the best
model for modeling school dropout rates in regencies/cities in West Java, with an RMSE
value of 0.0755 and R-squares of 92.09%.
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1. INTRODUCTION

A crucial supportive factor in enhancing the quality of Human Resources is education. Education
serves as the driving force for the formation of quality individuals and provides a path to improve the quality
and competitiveness of human resources for the future. In Indonesia, education is a means to achieve one of
the goals stated in the preamble of the 1945 Constitution, which is to enlighten the life of the nation. One of
the government's efforts in the field of education is implementing the mandatory school attendance program.
In this program, the government enforces 12 years of basic education. This is because, in line with the
development of technology, it requires education and skills to be increasingly higher [1]. Data from the
Statistics Indonesia (BPS), the total number of Indonesia's population of compulsory school age is 66,265,300
people [2]. The data indicates that the population whose age already fulfills the 12-year compulsory education
program has a significantly high number. Meanwhile, the total number of students in Indonesia registered in
the Basic Education Data (DAPODIK) is 44,103,847 students [3]. From the mentioned data, there is still a
discrepancy, and it is estimated that there are still individuals in Indonesia who have experienced school
dropout. School dropout in Indonesia continues to be a national issue, especially in the field of education.
Based on data from the Statistics Indonesia, it is recorded that in 2022, the dropout rate increased compared
to 2021 across all levels of education. The number of school dropouts is distributed across all provinces in
Indonesia, especially in the West Java Province. This is because in 2022, West Java tops the list of school
dropout rates, with a total of 10,099 students [4]. The position of West Java Province, which occupies the
first position in the highest school dropout rates, did not only occur in 2022. In previous years, West Java
Province has consistently dominated the highest school dropout rates among all provinces in Indonesia.

In each region, the school dropout rate is influenced by different factors. This is due to varying
geographical, economic, and socio-cultural conditions among different regions [5], [6]. Spatial data is often
found in this field. Spatial data refers to data types containing information in the form of interrelated attributes
and locations. The relationship between adjacent observation points will create spatial effects. Spatial effects
are closely related to the location and geographic characteristics of each observation point, resulting in
variations in each study, known as spatial heterogeneity.To analyze data influenced by regional factors, a
weighted regression analysis that considers the geographical aspect is employed, known as Geographically
Weighted Regression (GWR). GWR is a method developed from the classical linear regression model that
takes into account weights based on geographical location [7], [8], [9]. Space and time constitute the two
essential dimensions present in all human activities, social occurrences, and environmental processes [10],
[11]. While the GWR method addresses spatial information, it does not account for temporal information,
despite time being another available dimension [12]. In data on school dropout rates in West Java, there are
variations from year to year and differences from one region to another. Therefore, there is the development
of a spatial-temporal (time) method called Geographically Temporally Weighted Regression (GTWR).
GTWR is a more representative method because it generates parameters with local characteristics for each
location and time [13].

West Java Province exhibits significant diversity among its regencies/cities. This allows for similarities
to occur in a regency/city in West Java. By employing the GTWR model, the resulting parameters will be
local for each location and time. If there are variables that are not significant in the test, it means that not all
explanatory variables in the model have a spatial effect on the response or have a global effect. Therefore,
the GTWR model can be developed into a Mixed Geographically and Temporally Weighted Regression
(MGTWR) model. Research utilizing the MGTWR method has been conducted by [14], [15]. In their study,
the use of the MGTWR method is considered the best approach in the case of poverty in North Sumatra [16].
Research suggests that using the MGTWR method produces more accurate results.

Based on the explanation above, a study on school dropout rates in West Java Province is intended.
West Java Province has diverse regencies/cities, leading to varying numbers of school dropouts in the
province each year. To analyze this case, modeling will be conducted using the Mixed Geographically
Temporally Weighted Regression (MGTWR) method. The research was conducted to find out the general
picture of school dropouts in West Java Province and to be able to provide information about the factors that
influence locally and globally the school dropout rate in West Java Province to related parties. Thus, it is
hoped that these results can help in taking appropriate policies to reduce school dropout rates effectively. [17]
[18], [19].
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2. RESEARCH METHODS

2.1 Data and Variables

The data used in this study are secondary data obtained from the Basic Education Data, the official
website of the Ministry of Education, Culture, Research, and Technology statistics data, and the official
website of the Central Statistics Agency of West Java Province. The data pertains to the number of school
dropouts in West Java Province from 2018 to 2022. The observation units used were districts/cities in West
Java Province, which consists of 18 districts and 9 cities. The response variable in this study is the school
dropout rate (y), while the predictor variables are Human Development Index (x,), Gross Regional Domestic
Product (GRDP) per capita (x,), percentage of population living in poverty (x3), population density (x,),
mean years of schooling (x5), unemployment rate (x¢).

2.2 Data Analysis Steps
Steps of data analysis were carried out as follows:

1. Performing global regression modeling.
a. Testing classical assumptions (Normality Test, Multicollinearity Test, Autocorrelation Test).
b. Testing spatial heterogeneity with the Breusch-Pagan statistical test. This test uses the
following hypothesis.

Hy:0? =0 (there is no spatial heterogeneity)
Hy:c?#0 (there is spatial heterogeneity)

Breusch-Pagan Test Statistics:
1 _
BP = f72(2'2) z7f (1)

2
with f; =% —1
Test criteria used are rejected H, if the test statistic value or if the p-value < a with k is the
number of parameters BP > xé;(p), with p is the number of predictors.
2. Determine the longitude (u;) and latitude (v;) coordinates for each district/city in West Java
Province
3. Finding the values of 1, y, and A.
a. Calculating the Euclidean distance at coordinates ( u;v;t; )
b. Iterating to obtain the optimal parameter estimation for t by comparing the R? values.

c. Obtaining parameter estimates p and A from the results of the optimal parameter estimation

for 1.
d. Determining the spatial-temporal bandwidth
(@) =2[(uw —w)" + (v — )| + u(t: - t)° 2)
h2
hSZ = ST/A

e. Calculating the weighted values using the Fixed Kernel Gaussian and Adaptive Kernel
Gaussian weighting functions.

ST\ 2
W;(u;v;) = exp “3\Rz, (3)
4.  Estimating the parameters of the GTWR model.
—~ -1
Bty = [XTW(ui”iti)X] XTW(uiViti)Y (4)
5. Testing the significance of model parameters Geographically Temporally Weighted Regression

(GTWR)
a. Model fitness testing (F-Test)
The test hypothesis as follows:

HO = ﬁk(ulvltl) = ﬁkuk = 0: 1; 2;"'
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Hy = B (uyv;t;) # Px
The test statistic used is
SSE(Hy)
_ T dn
SSE(H;)
df,

F (5)

with:
SSE(Hy) = YT(I — H)Y
SSE(H) =YT(I-L)T(I- L)Y
I(n x n) = identity matrix
XT[XTW (ugv1 t) X1 XTW (ug 01 )

L= Xg[XTW(uzvztz))'(]_1XTW(uzl72t2) XU = (1, %01, X2, e, Xip)

LXT [XTW (1t vy £) X1 XT W (i, 0, )]

H=XX"x)"1xT

dfi=n—-p-1

df, = (n— 2tr(L) + tr(LTL))

Reject Hy if F > F, 47, 4, indicating that the presence of significant differences between the

classical regression model and the GTWR model.
b. Testing of model parameters (T-Test)

The test hypothesis as follows:

Hy = B (wvity) = B,k =0,1,2, -

Hy = B (uivity) # Pr

The test statistic used is

. Bre (i, vy, t)
G/ Cr
Reject H, if [t] > tas, af indicating there is a significant difference in the influence between

the response variable with location and time.
Determine global variables and local variables using spatial variability testing
This testing is conducted through the calculation of the F-test with the hypothesis as follows.

(6)

Hy = Br(wvity) = By, i = 1,2,-+,n; k = the coefficient index is assumed to be global.
Hy = Br(wivity) # P, i = 1,2, ,n;k

Test statistic:

Vie
1 1
_ o (zBE|r-37]) B
F= SSE(H,) @)
by
with
By, = el [X"W (uyv1t)X] 1 X"W (uyv1ty),
Bo(u;v;t;)
Bi(uvit;) = ﬁl(u{vit") ,
Br (w;v;it;)

VE=-T, (Bk(uiviti) ) Bk(uiviti))z =~B [1 - %1] B,
by =tr([0-L"U-L)]"),i=12
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ci=IT<(%B£p——id)Bky,i=iLZ

J is a matrix of size (n x n) consisting of all 1 values, and el is a column vector of size

(p + 1)with a value of one for the k-th element and zero for others.

The testing criterion is to reject H,, if the F-test statistic > F(4,ar, ar,), Which means the predictor
2 2

variable is locally specific. where, df; = z—l and df, = l;—l

2
6. Estimating the parameters of the MGTWR model
a. Calculating the global variable estimator

2

_ -1
By = [X§(I -SSP - Sl)Xg] X,I—-S)"U-S)Y
-1
X1 [XITW (u1v1t1))Xl] X[W (uyv1ty)
-1
S, = XIZ[XITW (uzvztz)xl] X[ W (uyv,t;)

X1 [XTW (vnt) X0] ™ XTW (uyvnty)]
b. Calculating the local variable estimator
B (wivity) = [XTW (uiviti)Xl]_lszW (wvit)(Y — X4B,)
c. Determine the MGTWR model response estimator
Y=5Y
S=S8+U—-S)X,[X5U—-S)TU - sl)Xg]_lxg(I -S)TU-S)

7. Testing the significance of model parameters Mixed Geographically Temporally Weighted
Regression (MGTWR)
a. Model fitness testing (F-Test)
The test hypothesis as follows:

HO = Bk(ulvltl) = Bk”k = 0; 1: 2:"'
Hy = Br(uv;t;) # By

The test statistic used is

B (]KG(Ho)—w _ [(¥"RY —YTR,Y) [YTR4Y)]_1 @
B B 5

(JKG(H,) v
o

With v = tr(Ry, — R,) and § = tr(R,). The testing criterion is to reject H, if the F-test >
F( 2 52) indicating that the presence of significant differences between the classical

05;7:5
regression model and the MGTWR model.
b. Testing of model parameters (T-Test)

i.  Test the significance of global variables
The test hypothesis as follows:
Hy = By = B4 (the global variable x; is not significant)
Hy = By # By (the global variable x; is significant)
With the formula

~

T =P
7 0 G
With gy, is the -th diagonal element of the matrix 6G” and G = [XJ(I —S)T(I —
-1 N YT[(1-)T(U-8)|y
Sl)Xg] X§(I - Sl)T(I - Sl), 6% = H[[(TT(I—S)]]
ii.  Test the significance of local variables

. Reject H, if [t] > tay, qf-
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H, = B (u;v;t;) = By (local variable x; at location-i is not significant)
H, = By (u;v;t;) # Py (local variable x; at location-i is significant)

With the formula

_ﬁk(uiviti)
_—6\/m_kk
With my, is the -th diagonal element of the matrix MMT and M =
[XTW (uoit) X)) XTW (uvit) (1 — X,6). Reject Hy if [t] > tay o

8. Determining the best model based on R-Square and RMSE values.
a. The formula for the R-Square is as follows

SSE
R2=1—— 10
SST 10

With SSE is Sum Square Error and SST is Sum Square Total
b. The Root Mean Square Error (RMSE) is the square root of the sum of the squares of the
differences between actual and predicted values. The formula for RMSE is:

RMSE = /Z@ (11)

T, 9

3. RESULTS AND DISCUSSION

3.1 Descriptive Analysis

Descriptive analysis is used to understand the overview of data and characteristics of the variables
used. The results of the descriptive analysis of the data on School Dropout Rates in Regencies/Cities in West
Java Province for the years 2018-2022 are obtained as shown in the Table 1 below:

Table 1. Descriptive Analysis

Variable N Minimum Maximum Mean Std. Deviation
y 135 13.00 7710.00 934.04 1110.85
Xq 135 64.62 82.50 71.76 4,72
X, 135 12869.00 85820.00 29201.50 18753.92
X3 135 2.07 13.13 8.28 2.77
X4 135 383.00 15643.00 3924.32 4643.89
Xg 135 5.98 11.75 8.56 1.45
X¢ 135 1.56 14.29 8.59 2.32

Table 1 shows that the average number of school dropouts in regencies/cities in West Java Province
for the years 2018-2022 is 934.04 students. This is a considerably high figure and makes West Java Province
the province with the highest number of school dropouts. The highest number of school dropouts from 2018-
2022 is 7710 students, found in Bogor Regency in 2019. Meanwhile, the lowest number is 13 students in
Cimahi City in 2022.

3.2 Classic Assumption Test
1.  Normality Test

Table 2. Normality Test Result
Kolmogorov-Smirnov P-value

0.073061 0.07427 > 0.05

Based on Table 2, the obtained values are D = 0.073061 and P-value = 0.07427. The hypothesis
rule is that if the value of D < D, and p-value > a, then accept H, or the data follows a normal
distribution. Therefore, it can be said that the value of D (0.073061) < D;gp;. (0.11705) and P-
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value (0.07427) > a (0.05), which means that the residuals have a normal distribution.

2. Multicollinearity Test

Table 3. Multicollinearity Test Result

Variable VIF
Xq 4.9232
X, 1.6944
X3 2.0480
Xy 5.5277
X 7.1200
Xg 1.2649

Multicollinearity examination is checked from the VIF value. Multicollinearity occurs if the VIF
value is greater than ten (VIF > 10). In Table 3, it is found that all explanatory variables have a
VIF value of less than ten. Therefore, it can be concluded that there is no multicollinearity between
variables.

3. Autocorrelation Test
Table 4. Autocorrelation Test Result

Durbin-Watson Value
1.7158

Based on Table 4, the obtained value of DW (Durbin Watson) is 1.7158. The testing is conducted
with the criterion that if the Durbin Watson result falls between -2 and +2, then there is no
autocorrelation. Based on the Durbin Watson result, the value falls within the range of -2 to +2.
Therefore, it can be interpreted that there is no autocorrelation in the model.

3.3 Spatial and Temporal Heterogeneity Test
Table 5. Spatial Heterogeneity Test

Breusch-Pagan P-value
19.1200 0.0039 < 0.05

Based on the Table 5, the obtained values are BP (Breusch-Pagan) = 19.1200 and p-value = 0.0039.
The value of x{s.0,0s) is 12.59158. Based on the two criteria where BP > (. o5)) and p-value < a, it can be
concluded that there is spatial heterogeneity.

000
Toon
G000

5000

3000

2000

-8 . L.

2018 2019 2020 2021 2022

Tahun

Figure 1. School Dropout Boxplot
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Based on Fig. 1, diversity indicates the presence of non-stationarity over time or temporal
heterogeneity. Fig. 1 shows the results showing significant differences and diversity in the number of school
dropouts between observation periods in the 2018-2022 period. Between 2019 and 2022, a downward trend
in this measurement was observed.

3.4 Geographically Temporally Weighted Regression

1.

Model fitness testing (F-Test)

The MGTWR model fitness test was conducted to determine whether the GTWR model better
than the classical regression model. This test uses the following hypotheses:

Hy = By (uvit)) = B,k =0,1,2,---,gandi = 1,2,---,n (GTWR model is no different from
classical regression model)

H, = There is at least one B (u;v;t;) that is different (GTWR model is different from classical
regression model)

Table 6. F Test Result

Weight F Fiable Decision
Fixed Kernel Gaussian 188.1410 8.5479 Reject H,
Adaptive Kernel Gaussian 36.2768 1.3398 Reject H,

Based on Table 6, it is known that the F values for each weight are greater than the critical F
values. Thus, H, is rejected, indicating a significant difference between the classical regression
model and the GTWR model. It is concluded that the GTWR model is more suitable than classical
regression model for analyzing school dropout rates in West Java.

Testing of model parameters (T-Test)
Table 7. T-Test Result

Weight Parameter t Decision

Bo(uiv;ty) 2.0757 Reject H,

By (uvit)) 0.9902 Accept H,

_ B, (w;vity) 0.5809 Accept H,

F'éed Kernel Ba(uv;t;) 1.5336 Accept H,

ausstan Ba(uvity) 2.4728 Reject H,

Bs (w;vit;) 2.1134 Reject H,

Be(uivity) 3.1732 Reject Hy

Bo(uiv;ty) 2.8125 Reject H,

By (uv;t;) 0.0701 Accept H,

_ B, (w;vity) 0.3204 Accept H,

Adaptive _Kernel Ba(uvity) 4.8994 Reject H,
Gaussian KON

Ba(u;vit;) 0.5351 Accept H,

Bs (w;vit;) 3.8395 Reject H,

Be(u;v;t;) 1.9605 Accept H,

Based on Table 7 in the fixed kernel Gaussian weighting function, the variables of population
density(x, ), average years of schooling(xs), and unemployment rate (x¢) have tstqtistic™ trable
(1.97867), so it can be concluded that H, is rejected, meaning that the variables significantly
influence on the school dropout rate. Meanwhile, for the adaptive kernel Gaussian weighting
function, the variables of the percentage of poor population (x3), and average years of
schooling (xs), have a significant impact on the school dropout rate.

Spatial Variability Test

The spatial variability test is conducted to identify global and local coefficients in the Mixed
Geographically Temporally Weighted Regression model.
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Table 8. Variability Test Result

131

Weight Parameter F Fiable Decision
Bo(wvity) 3132.8233 Reject Ho

Bi (uvit;) 8.3134 Accept H

B (Wit 8.1191 Accept H

Fixed Kemnel Z Eu;v; tg 0.0135 101279 accent H,
Gaussian 34 (uiviti) 0.0043 Accept H,
Bs(wvity) 37.7365 Reject Ho

Bs (uvit;) 0.2130 Accept Ho

Bo(uyvity) 9644.2420 Reject H,

Br (u;v;t;) 7.2961 Reject Hy

B, (u;v;t; -0.8490 Accept H

Adaptive Kernel gi 8223 0.8478 3.9157 Accegt Hz
Bisquare By (vt -0.0129 Accept H,
Be(wvity) 47.9155 Reject Ho

Bs(u;v;t;) -0.3189 Accept Ho

Based on Table 8, the results indicate that variable Average Years of Schooling (xs) in the fixed
kernel Gaussian weighting function has an F-value > F table, indicating a significant spatial
influence. Meanwhile, for the variables Human Development Index (x;), Gross Regional
Domestic Product per capita (x,), percentage of poor population (x3), population density (x,),
and unemployment rate (x;), the F-value < F table, indicating that these variables do not have
significant spatial influence or can be assumed as global factors.

In the adaptive kernel Gaussian weighting function, the results show that the coefficients for the
intercept and IPM (x;) and Average Years of Schooling (x5), have an F-value > F table, meaning these
variables exhibit significant spatial influence. On the other hand, the coefficients for Gross Regional
Domestic Product per capita (x,), percentage of poor population (x3), population density (x,), and
unemployment rate (x¢), have an F-value < F table, indicating that these variables do not have spatial
influence or are considered as global factors.

3.5 Mixed Geographically Temporally Weighted Regression

1. Model Fitness Testing (F-Test)
The MGTWR model fitness test was conducted to determine whether the MGTWR model better
than the classical regression model. This test uses the following hypotheses:
Hy = B (uvit;)) = Br, k =0,1,2,---,qandi = 1,2,---,n (MGTWR model is no different from
classical regression model)
H; = There is at least one S, (u;v;t;) that is different (MGTWR model is different from classical
regression model)
Table 9. F Test Result
Weight F Fiable Decision
Fixed Kernel Gaussian 7.6834 1.5241 Reject H,
Adaptive Kernel Gaussian 9.7147 2.6721 Reject H,
Based on the table above with a significance level of 5%, it is found that each weight (Fixed
Kernel Gaussian and Adaptive Kernel Gaussian) has an F value >F table. It can be concluded that
the null hypothesis (H,) is rejected, indicating a significant difference between the MGTWR
model and the classical regression model.
2. Testing of Model Parameters (T-Test)

The MGTWR parameter test is divided into two steps, involving tests for both global and local
variables.
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a. Global Parameter

Table 10. Global Parameter Test Result

Weight Parameter Estimated t tiable Decision
Value

2, -5.2968 0.9606 Accept H,

_ 2, -0.1313 0.4755 Accept H,

Fixed Kernel i 00496 40624 9782 peiectn,
Gaussian 3 .

B, 0.0036 1.9794 Reject H,

B -0.0182 2.1808 Reject H,

Adaptive B, 0.0509 0.3173 Accept H,

Kernel 2 -0.0511 4.8877 197838 Reject H,

Gaussian 8, 0.0007  0.5289 Accept H

Be 0.0194 1.9698 Accept H,

Based on Table 10 in the fixed kernel Gaussian weighting function, the variables of the
percentage of poverty (x3), population density(x,), and unemployment rate (xg) have
tstatistic™ travie (1,97867), so it can be concluded that H, is rejected, meaning that the
variables significantly influence on the school dropout rate.

Meanwhile, for the adaptive kernel Gaussian weighting function, the variables of the
percentage of poor population (x3) have a significant impact on the school dropout rate.

b. Local Parameter

The purpose of the local parameter test is to identify local variables that significantly impact
school dropout rates in each location. In the MGTWR parameter test, a t-test statistic was
used for each model in each district/city in West Java. For example, we conducted the test
for Bogor Regency in 2019.

Table 11. Local Parameter Test Result for Bogor Regency in 2019

Weight Parameter Estimated t tiable Decision
Value

Fixed Kernel Bo(u;v;t;) 8.8856 4.3633 Reject H,

Gaussian Bs(wvty) -5.7221 3.3823 197796 Reject H,

Adaptive Kernel Bo(u;v;t;) 4.3432 2.8066 Reject H,

Gaussian B, (wvity) -0.4348 0.0678 1.97824  Accept H,

Bs (u;v;t;) -2.8922 3.8335 Reject H,

Based on Table 11 in the fixed kernel Gaussian weighting function, the variable of Average
Years of Schooling (xs5), have tgaristic™ trapie (1,97796), S0 it can be concluded that Hy is
rejected, meaning that the variable significantly influences on the school dropout rate.

The same thing applies to the adaptive kernel Gaussian weighting that the Average Years of
Schooling (x5), influences the dropout rate.
3.6 Selection of Best Model
Table 12. R2 and RMSE Value Model MGTWR

Weight R? RMSE
Fixed Kernel Gaussian 0.9209 0.0755
Adaptive Kernel Gaussian 0.2768 0.2286

Based on Table 12, it is concluded that the MGTWR model for Bogor Regency in 2019 with the fixed
Gaussian kernel weighting function shows the smallest RMSE value, which is 0.0755, and an R? value of
0.9209. Therefore, it can be suggested that the MGTWR model with a fixed Gaussian kernel weighting is
more effective in modeling dropout rates data in West Java.



BAREKENG: J. Math. & App., vol. 20(1), pp. 0123- 0136, March, 2026. 133

The results of the global and local parameter tests produce the MGTWR model for Bogor Regency in 2019
with a fixed Gaussian kernel weighting as follows:

9; = 8.8856 — 5.7221x5 — 0.0496x5 + 0.0036x, — 0.0182x,
In the model, the variables with negative coefficient values are given in the

1. Average length of schooling (x5),
2. Percentage of population in poverty (x3), and
3. Unemployment rate (x¢),

which influence the dropout rate with coefficient values of -5.7221, -0.0496, and -0.0182 respectively. This
indicates that as the average length of schooling, percentage of population in poverty, and unemployment rate
decrease, it will increase the dropout rate in West Java.

The province of West Java still has a high number of child laborers. A study conducted by [20] in the
Ciomas District, Bogor Regency, West Java found that child laborers are aged 11-16 years. This indicates
that child laborers are children who are still within the school age. The lack of interest in learning becomes
the main reason for dropping out of school. In addition to being classified as dropouts, child laborers also
have low levels of education. The low level of education is due to the lack of awareness among parents, the
belief that higher education does not guarantee someone to get a decent job and earn a lot of money. Another
reason is the strong motivation from the child's own desire to work independently and earn money.

Meanwhile, the population density variable (x,) affects the dropout rate with a coefficient value of 0.0036,
which is positive. This indicates that as population density increases, it will increase the dropout rate.

4. CONCLUSION

The best model for modeling dropout rates in West Java is obtained using the fixed Gaussian kernel
weighting function which has the smallest RMSE value of 0.0755 and an R? of 92.09%. Factors that have a
global influence on dropout rates in West Java include variables such as the percentage of the population
living in poverty, population density, and the unemployment rate. The variable that has a local influence is
the mean years of schooling. The variables that influence the school dropout rate in West Java locally vary
in each district/city.
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