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Article Info ABSTRACT 

Article History: 
This study explores advances in forecasting time series data by combining linear and non-

linear models. Traditional methods such as ARIMA and its variant ARIMAX are effective 

for linear data but have limitations when dealing with non-linearity. Support Vector 

Regression (SVR), a non-linear method, complements these weaknesses. Hybrid models 

such as ARIMA-SVR and ARIMAX-SVR synergize ARIMA or ARIMAX for linear 

components and SVR for non-linear components, improving accuracy. The purpose of 

this study is to evaluate the performance of hybrid ARIMA-SVR and ARIMAX-SVR 

methods on Indonesian paddy production data. The data analyzed is national-level data 

per sub-round (i.e., three sub-rounds per year) from sub-round 1 (January-April) of 1992 

to sub-round 3 (September-December) of 2024, obtained from the Indonesian Central 

Statistics Agency and the Indonesian Ministry of Agriculture.Forecasting accuracy is 

measured using Root Mean Square Error (RMSE) and Mean Absolute Percentage Error 

(MAPE). The results show that the best model is the Seasonal ARIMAX (1,1,1)(0,1,1)[3]-

SVR (𝐶 = 23;  𝛾 = 22;  𝜀 = 0.05) hybrid model, with the smallest RMSE and MAPE 

values of 0.304 and 1.473%. The addition of the harvested area variable and the ASF 

dummy improved the accuracy of the ARIMAX model prediction, while the application of 

SVR to ARIMAX residuals successfully captured previously undetected linear patterns. 
Based on these considerations, the Seasonal ARIMAX(1,1,1)(0,1,1)[3]-SVR (𝐶 =
23;  𝛾 = 22;  𝜀 = 0.05) hybrid model was selected as the model with the best performance. 
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1. INTRODUCTION 

Autoregressive Integrated Moving Average (ARIMA) is the most commonly used traditional technique 

for forecasting univariate time series data. ARIMA is considered a simple model because it uses only 

historical data of the variable itself. The popularity of ARIMA is due to its good statistical properties and 

ability to build reliable models [1]. However, this approach is less effective when dealing with extreme noise 

or fluctuations in data. A variant of ARIMA, the Autoregressive Integrated Moving Average with Exogenous 

(ARIMAX), incorporates additional variables that significantly influence the data to improve accuracy [2]. 

Li et al. employed the ARIMAX method to analyze the impact of Internet search data on suspected case 

trends in the COVID-19 surveillance system [3]. Similarly, Susila explored how Idul Fitri affects inflation 

using ARIMAX [4]. Aprilianto et al. utilized the ARIMAX model to predict stock prices in the healthcare 

industry by integrating exogenous factors such as opening price, highest and lowest prices, and stock volume 

[5]. Despite their advantages, ARIMA and ARIMAX have weaknesses in handling non-linear problems, as 

their accuracy decreases.  

The Support Vector Regression (SVR) method is appropriate for forecasting time series data with non-

linear patterns. SVR is an adaptation of the Support Vector Machine (SVM) method designed for regression 

tasks [6]. While ARIMA, ARIMAX, and SVR individually offer different advantages in addressing linear 

and non-linear model challenges, combining these methods enhances predictive capabilities [7]. 

Since time series data often contains both linear and non-linear patterns, hybrid approaches integrating 

linear and non-linear models are necessary. These methods are expected to improve forecasting performance 

by reducing errors. The ARIMA-SVR and ARIMAX-SVR hybrid methods combine ARIMA and ARIMAX 

for linear components and SVR for non-linear components to generate more accurate forecasts. Previous 

studies have explored hybrid methods, including forecasting closing stock prices using ARIMA-SVR [8] and 

predicting short-term electricity network maximum demand with ARIMAX-SVR [9].  

Paddy is one of the most critical and strategic commodities for the Indonesian population. Before the 

introduction of the Area Sampling Framework (ASF) method, data collection on paddy-harvested areas was 

still carried out traditionally through the reporting of the Agricultural Statistics Report (ASR). Since 2018, 

the ASF method has been implemented to improve accuracy [10]. This change in calculating the size of 

harvested areas is considered to be one of the causes of the changes in paddy production patterns. 

Additionally, the harvested area factor is also thought to significantly impact the production levels.  

The quality of paddy production is reported in terms of dry unhusked paddy. In 2024, Indonesia’s 

paddy production reached 53.14 million tons, a decrease of 838.27 thousand tons (1.55%) compared to 2023, 

which amounted to 53.98 million tons [11]. The production decline in 2024 occurred in several potential 

areas, including West Java, East Java, and Central Java. 

Numerous studies have explored the forecasting of paddy production through time series analysis. 

Munasingha and Napagoda used the ARIMA method for forecasting rice production [12]. while Nurviana et 

al. predicted paddy production in Aceh Province using ARIMA alongside Exponential Smoothing techniques 

[13]. Andita and Sulistijanti improved paddy production forecasting in Kendal Regency using the Support 

Vector Machine method [14]. However, these studies only use one linear or non-linear approach, which 

stands alone on univariate time series data. In contrast, this study combines techniques for both processes 

(linear and non-linear) on univariate and multivariate time series using ARIMA-SVR and ARIMAX-SVR 

methods.  

This study aims to evaluate the performance of ARIMA-SVR and ARIMAX-SVR hybrid methods in 

forecasting paddy production in Indonesia by combining linear and non-linear approaches alongside the 

influence of exogenous factors, such as harvested area and changes in data collection methods. These results 

are expected to provide more accurate forecasting recommendations to support agricultural sector policies. 

This study used data breakdowns into three periods per year, with each period referred to as a subround. 

Subround 1 data represented the total for January–April, subround 2 covered May–August, and subround 3 

included September–December. The optimal method will be used to forecast paddy production for the 

upcoming six periods of the sub-round. 
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2. RESEARCH METHODS 

2.1 Research Data 

The variables in this study are presented in Table 1. The variables include paddy production and two 

covariates, namely paddy harvested area and a dummy variable for data collection by the ASF method. The 

empirical data consists of four monthly figures or three sub-rounds per year, with 99 time series observations 

from sub-round 1 in 1992 to sub-round 3 in 2024. The data represents national-level data obtained from 

Statistics Indonesia (BPS) and the Ministry of Agriculture. The paddy harvested area was selected as a 

covariate due to its direct impact on production volume, enabling the model to capture production trends. 

Meanwhile, data collection method changes were used as a dummy variable to account for visible differences 

in production figures before and after 2018. 

Table 1. Research Variable 

Variable Variable Name Units 

Response variable   

Y Paddy production Million tons of dry unhusked paddy 

Covariates   

X1 Paddy harvested area Million hectares 

X2 Dummy variable for data collection with ASF 1: Yes, and 0: No 

The analysis steps in this research are the following: 

1. Analyzing the dataset by visualizing the time series to detect recurring trends or patterns. 

2. Data will be separated into two parts: sub-round 1 in 1992 to sub-round 3 in 2019 as the training 

data, and sub-round 1 in 2020 to sub-round 3 in 2024 as the testing data. 

3. Form an ARIMA model using training production data, then perform non-linear testing on the 

ARIMA residual using the Terasvirta test before constructing the SVR model. 

4. Combining the forecast results from the ARIMA model with those generated by the SVR model 

to obtain the predictions of the ARIMA-SVR hybrid model. 

5. Form an ARIMAX model using training production data, then perform non-linear testing on the 

ARIMAX residual using the Terasvirta test before constructing the SVR model. 

6. Combining the forecast results from the ARIMAX model with those generated by the SVR model 

to obtain the predictions of the ARIMAX-SVR hybrid model. 

7. Calculate the Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE) for 

each model using the test data, then compare the results. The minimum RMSE and MAPE metrics 

determine the optimal model. 

2.2 ARIMA  

The ARIMA model is a linear time series framework incorporating autoregressive (AR) and moving 

average (MA) components alongside elements addressing data non-stationarity [15]. The standard structure 

of the ARIMA (p,d,q) model equation is as follows: 

𝜙𝑝𝐵(1 − 𝐵)𝑑𝑌𝑡 = 𝛿 + 𝜃𝑞(𝐵)𝜀𝑡     (1) 

where (𝑝, 𝑑, 𝑞) represent the AR, differencing, and MA orders, respectively; 𝛿 denotes a constant, B refers 

to the backshift operators, 𝑌𝑡 indicates the time series variable 𝑌 at time t, 𝜙𝑝 signifies the AR coefficient at 

the order p, (1 − 𝐵)𝑑 corresponds to the differencing series of order d; 𝜃𝑞 represent the MA coefficient at  

order q, and 𝜀𝑡 stands for the error term at time t.  

The development of the ARIMA method for seasonally patterned time series data is the seasonal 

ARIMA method. The general form of the seasonal ARIMA model is (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠 is as follows [16]:  

𝜙𝑝(𝐵)Φ𝑃(𝐵𝑆)(1 − 𝐵)𝑑(1 − 𝐵𝑆)𝐷𝑌𝑡 = 𝛿 + 𝜃𝑞(𝐵)Θ𝑄(𝐵𝑆)𝜀𝑡    (2) 

where (𝑃, 𝐷, 𝑄) represent the AR, differencing, and MA orders, respectively; 𝑆 denotes a seasonal period, 𝑌𝑡 

indicates the time series variable 𝑌 at time t, Φ𝑃 signifies the seasonal AR coefficient at the P order, 

(1 − 𝐵𝑆)𝐷 corresponds to the seasonal differencing series of 𝐷 order; Θ𝑄  represent the MA coefficient at 𝑄 

order, and 𝜀𝑡 stands for the error term at time t.  
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In ARIMA modeling, data is assumed to be stationary or can be made so using techniques such as 

differencing for the mean and Box-Cox transformation for the variance. Additionally, the residuals of the 

ARIMA model are expected to follow a normal distribution and remain free of autocorrelation. 

The steps in constructing the ARIMA model are as follows: 

1. Plotting the data to determine the appropriate transformation to achieve stationarity. 

2. Identify the order of the ARIMA model using ACF, PACF plots, and Extended Autocorrelation 

Function (EACF). In the EACF table, the “X” sign indicates a significant value, while the “O” 

sign indicates an insignificant value. The appropriate model is determined by finding the empty 

corner pattern in the EACF table, which indicates the optimal combination of p and q. 

3. Predicting parameters and evaluating their significance. 

4. Perform model diagnostics and overfitting to choose the optimal model by considering the lowest 

AIC value. The following formula expresses the method for determining the AIC: 

𝐴𝐼𝐶 = 𝑙𝑛 (
∑ 𝑒𝑡

2𝑛
𝑡=1

𝑛
) +

2ℎ

𝑛
     (3) 

where 𝑒𝑡 are the residuals from the model fit in time 𝑡, n represents the data within the model, and 

ℎ denotes the number of parameters. 

5. Forecasting with the best ARIMA model, then analyze using RMSE and MAPE to determine the 

accuracy level. 

2.3 ARIMAX 

ARIMAX is an improvement of ARIMA by including covariates that are considered significant 

explanatory variables. Adding other covariates to a time series model is intended to enhance the precision of 

the prediction. The assumptions in ARIMA also apply to ARIMAX. The basic form of the ARIMAX (p,d,q) 

model is as follows [17]:  

𝑌𝑡 =  𝛽0 + 𝛽1𝑋1,𝑡 + 𝛽2𝑋2,𝑡 + ⋯ + 𝛽𝑘𝑋𝑘,𝑡 +
𝜃𝑞(𝐵)

𝜙𝑝(𝐵)(1−𝐵)𝑑 𝜀𝑡    (4) 

The general form of the seasonal ARIMAX model (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠 is as follows [18]: 

𝑌𝑡 =  𝛽0 + 𝛽1𝑋1,𝑡 + 𝛽2𝑋2,𝑡 + ⋯ + 𝛽𝑘𝑋𝑘,𝑡 +
𝜃𝑞(𝐵)Θ𝑄(𝐵𝑆)

𝜙𝑝(𝐵)Φ𝑃(𝐵𝑆)(1−𝐵)𝑑(1−𝐵𝑆)
𝐷 𝜀𝑡          (5) 

where 𝑌𝑡 is the time series variable, 𝛽0, 𝛽1, 𝛽2, … , 𝛽𝑘 regression coefficients, and 𝑋1,𝑡, 𝑋2,𝑡 , … , 𝑋𝑘,𝑡 are the 

covariates.  

The steps in constructing the ARIMAX model are as follows: 

1. Modeling ARIMAX using the best ARIMA model by adding covariates; 

2. Predicting parameters, evaluating their significance, and performing diagnostic examinations; 

3. Forecasting the ARIMAX model, then analyze using RMSE and MAPE to determine the accuracy 

level. 

2.4 Support Vector Regression (SVR) 

A practical model for forecasting non-linear time series data is SVR. As a machine learning-based 

model, SVR can recognize patterns in time series data and produce more accurate forecasts [19]. Kernels are 

a critical element of non-linear mapping in SVR models [20]. The procedure includes separating the dataset 

into two parts: one for training and the other for testing. This training data establishes a regression function 

with specific deviation constraints to generate predictions that closely align with the actual values. Suppose 

𝑓(𝑥) is the function of regression (hyperplane) in the SVR method as follows: 

𝑓(𝑥) = 𝑤. 𝜙(𝑥) + 𝑏     (6) 

where 𝑥 represents the input, 𝑤 and 𝑏 are constant vectors, and 𝜙(𝑥) denotes a non-linear function. The core 

concept of the SVR algorithm lies in determining the optimal 𝑤 and 𝑏 parameters to solve the optimization 

problem. This study applies the Radial Basis Function (RBF) kernel to the SVR model. The non-linear SVR 

regression function with RBF kernel is as follows [21]: 

𝑓(𝑥𝑖) = ∑ (𝛼𝑖 − 𝛼𝑖
∗𝑛

𝑖=1 )𝑒𝑥𝑝 (−𝛾‖𝑥𝑖 − 𝑥‖2) + 𝑏    (7) 

where 𝛼𝑖, 𝛼𝑖
∗ is a Lagrange multiplier, 𝑒𝑥𝑝(−𝛾‖𝑥𝑖 − 𝑥‖2) is a RBF kernel, and 𝑏 is a constant.  
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Figure 1. An Illustration of The Grid Search Process 

The RBF kernel requires the selection of the regularization parameter (C), kernel coefficients (𝛾), and 

the insensitivity parameter (𝜀). The grid search algorithm systematically explores all possible combinations 

of predefined hyperparameters. These combinations are first organized into grids, where each pair is used to 

train the model and evaluated based on the RMSE criterion. Fig. 1 presents a simple illustration of the grid 

search process with two hyperparameters, C and ε. The combination located in the iᵗʰ row and jᵗʰ column that 

yields the smallest RMSE is selected as the optimal model configuration. 

Table 2. Hyperparameter of RBF Kernel 

Parameter Values 

C 2−7, 2−6, … , 23 

𝛾 2−3, 2−2, … , 27 

𝜀 0.05, 0.06, 0.1 

The value ranges for the RBF kernel hyperparameters shown in Table 2 are used to identify the optimal SVR 

model in this research. 

2.5 The Hybrid Methods 

Paddy production is influenced by various external factors, in this case including harvested area size 

and changes in data collection methods, both of which often exhibit nonlinear patterns. SVR is well-suited 

for capturing these complex relationships, outperforming linear models like ARIMA and ARIMAX. This 

rationale supports the adoption of hybrid methods in the analysis. 

The steps in constructing the hybrid model are as follows: 

1. Create a linear component using the ARIMA or ARIMAX model. Then, the rest of the linear 

model is assumed to contain a non-linear relationship. The rest of the linear component, according 

to Pakrooh and Pishbahar is as follows [22]: 

𝑒𝑡 = 𝑌𝑡 − 𝐿̂𝑡     (8) 

where 𝑒𝑡 is the residual of the linear model, 𝑌𝑡  is the time series data, and 𝐿̂𝑡 represents the 

prediction generated by the linear model. Eq. (8) shows that 𝑒𝑡   is the residual of the linear model, 

representing the data portion not captured by the ARIMA/ARIMAX model. This residual 

indicates a non-linear pattern that can be further analyzed using SVR. 

2. Create a non-linear component with the SVR model. The input used in the SVR model is the linear 

(ARIMA or ARIMAX) model residual. The SVR model is as follows: 

𝑁̂𝑡 = 𝑓(𝑒𝑡−1, 𝑒𝑡−2, … , 𝑒𝑡−𝑛) + 𝜀𝑡    (9) 

where f represents a non-linear function in the SVR framework, and 𝜀𝑡 is a random error that 

represents the uncertainty in the model. Eq. (9) illustrates how SVR transforms historical residuals 

(𝑒) into a non-linear function (𝑓), generating a predicted non-linear value (𝑁̂𝑡). 

3. Create a hybrid model by integrating the forecasting outcomes of the ARIMA or ARIMAX and 

SVR models to construct the hybrid model. The hybrid model is represented as follows: 

𝑌̂𝑡 = 𝐿̂𝑡 + 𝑁̂𝑡     (10) 
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Eq. (10) indicates that the final prediction (𝑌̂𝑡) is obtained by combining the linear component 

from the ARIMA or ARIMAX model (𝐿̂𝑡) with the non-linear component of the SVR model (𝑁̂𝑡). 

2.6 Performance Evaluation 

The best model is selected based on the results of the forecasting accuracy evaluation, using RMSE 

and MAPE criteria. RMSE is more sensitive to outliers, while MAPE is more commonly used due to its 

percentage-based format, which simplifies interpretation. The combination of RMSE and MAPE enables a 

more comprehensive assessment.  

Table 3. Interpretation of MAPE Values 

MAPE Value Interpretation 

> 50% Inaccurate forecasting 

20% - 50% Reasonable forecasting 

10% - 20% Good forecasting 

< 10% High accurate forecasting 

Table 3 shows the MAPE value intervals and their interpretation. The best model is obtained when the 

MAPE and RMSE values are the minimum among other models. Islam and Alam present the formulas for 

calculating MAPE and RMSE as follows [23]: 

  𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑡 − 𝑦̂𝑡)2𝑛

𝑡=1       (11) 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑦𝑡−𝑦̂𝑡

𝑦𝑡
| 𝑥 100%𝑛

𝑡=1      (12) 

where 𝑛 is the number of data, 𝑦𝑡 is the observed value, and 𝑦̂𝑡 is the predicted value.  

3. RESULTS AND DISCUSSION 

3.1 Data Exploration 

The graphs shown in Fig.2 below shows data plots related to national paddy production and harvested 

areas. Data was collected from sub-round 1 in 1992 to sub-round 3 in 2017 using the ASR method. 

Meanwhile, from sub-round 1 in 2018 to sub-round 3 in 2024, the method used is the ASF.  In the ASR, 

overestimation may occur because data collection often relies on visual estimates, whereas ASF uses standard 

rice field area maps obtained from remote sensing technology and utilizes Android devices for direct 

observation. This minimizes the potential for bias in production trends after 2018 so that although production 

figures appear smaller with the ASF method, the data produced is more accurate.  

     
(a)        (b) 

Figure 2. (a) The Production and (b) Harvested Area 

The visualization in Fig. 2 illustrates a downward trend in the harvested area following the 

implementation of KSA in sub-round 1 of 2018. This trend aligns with the decline in production during the 

same period. 
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(a)                                                                                       (b) 

Figure 3. (a) The Decomposition Plot of Production and (b) Seasonal Period of Production 

Based on Fig. 3, it can be observed that there is a seasonal period of three (i.e., three sub-rounds per 

year) in paddy production. This is evident from the recurring pattern every three sub-rounds, indicating a 

seasonal cycle. 

3.2 ARIMA-SVR Hybrid Modeling 

The production data are first made stationary before constructing the ARIMA model. After applying 

the first differencing to the non-seasonal (d  = 1) and seasonal components (D  = 1), the adjusted data are use 

are used for analysis. Fig. 4 shows the identification results of the non-seasonal component orders.  Lag 3 in 

the ACF and PACF plots exceeds the significant limit, so the order 𝑝 = 3 and 𝑞 = 3 is selected. Based on this 

evaluation, the identified ARIMA models are ARIMA (0,1,3), ARIMA (3,1,0), and ARIMA (3,1,3).   

Additionally, the EACF analysis suggests 𝑝 = 1 and 𝑞 = 1, resulting in the ARIMA (1,1,1) model. 

             
(a)                       (b)         (c) 

Figure 4. Identification of The ARIMA Order of The Non-Seasonal Component Based on (a) The ACF, (b) PACF, 

and (c) EACF 

 

The identification results of the seasonal component orders are shown in Fig. 5. From the ACF and 

PACF plots and the visualization in Figure 3, it can be assumed that the model of the data is seasonal ARIMA 

with a period of 3. Fig. 5 (a) shows that the first lag is significant beyond the significance limit on the ACF 

plot, and Fig. 5 (b) shows that the second lag is significant beyond the significance limit on the PACF plot, 

so the orders P = 2 and Q = 1 are determined. The ARIMA order identification results based on ACF and 

PACF are ARIMA (2,1,0)[3], ARIMA (0,1,1)[3],  and ARIMA (2,1,1)[3]. Based on Figs. 5 and 6 results, 12 

tentative models were formed. 

                    

(a)                                (b) 

Figure 5. Identification of The ARIMA Order of The Seasonal Component Based on ACF (a) and PACF (b) 

Table 4 shows the tentative model with the smallest AIC value compared to several other models 

among the 12 tentative models that could have been formed. The AIC value comparison results show that the 

seasonal ARIMA (1,1,1)(0,1,1)[3] is chosen as the best model, because it has the minimum AIC and all 

parameter estimates are significant.  
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Table 4. ARIMA Model Identification 

Model AIC Parameters  Coefficients p-value Significance of The Model 

Seasonal ARIMA 

(0,1,3)(0,1,1)[3] 
339.72 

MA (1)     -0.3920 0.0004 Significant 

MA (2) -0.2047 0.1153 Not Significant 

MA (3) -0.0851 0.7599 Not Significant 

SMA (1) -0.4712 0.0517 Not Significant 

Seasonal ARIMA 

(1,1,1)(0,1,1)[3] 
337.63 

AR (1)  0.4552 0.02831 Significant 

MA (1)     -0.8530 1.049 x 10-7 Significant 

SMA (1) -0.4848 9.118 x 10-5 Significant 

Seasonal ARIMA 

(1,1,1)(2,1,0)[3] 
338.43 

AR (1) 0.4612 0.0235 Significant 

MA (1) -0.8557 7.09 x 10-8 Significant 

SAR (1) -0.4599 0.0002 Significant 

SAR (2) -0.2833 0.0191 Significant 

The diagnostic checks for the seasonal ARIMA (1,1,1)(0,1,1)[3] are presented in Table 5. The Ljung-

Box test has a p-value more than 𝛼 = 0.05. This means that the residual white noise. The Jarque Bera test has 

a p-value less than 𝛼 = 0.05, which means that the residuals are not normally distributed. 

Table 5. ARIMA Diagnostic Check 

Test Statistics p-value 

Ljung-Box 0.6098 

Jarque Bera 2.22 x 10-16 

The overfitting model was checked with the seasonal ARIMA (2,1,1)(0,1,1)[3]. The AR (1) and AR 

(2) parameters in the model seasonal ARIMA (2,1,1)(0,1,1)[3] were not significant. Moreover, its AIC value 

(339.61) was greater than that of the seasonal ARIMA (1,1,1)(0,1,1)[3] model. Therefore, the seasonal 

ARIMA (1,1,1)(0,1,1)[3] was proposed as the most appropriate model. 

Then, the residuals of the seasonal ARIMA (1,1,1)(0,1,1)[3] model are tested for non-linearity. The 

non-linearity Terasvirta test in Table 6 shows a non-linear pattern because the p-value is 0.04 < α (0.05).  

Table 6. Non-linearity Test of ARIMA Residuals 

Residual p-value Pattern 

Seasonal ARIMA (1,1,1)(0,1,1)[3] 0.0439 Non-linear 

 

The next step is SVR modeling with the input of residual from the seasonal ARIMA (1,1,1)(0,1,1)[3] 

model and the hyperparameter from Table 2. The smallest RMSE of SVR is 4.758, obtained when 𝐶 =
2−7;  𝛾 = 2−3;  𝜀 = 0.08 (Table 7). Small C and γ values tend to make the model more stable and capable of 

generalizing data well.  

Table 7. Grid Search Process of SVR Using ARIMA Residuals Input 

Combination  C 𝜸 𝜺 RMSE 

1 2−7 2−3 0.05 4.856182 

: : : : : 

4 2−7 2−3 0.08 4.758639 

: : : : : 

726 23 27 0.1 5.182708 

The graph in Fig. 6 further confirms that the SVR forecast results significantly deviate from the 

ARIMA model residual values. This indicates that applying the SVR model to ARIMA residuals may not 

yield optimal results in this case. The ARIMA-SVR hybrid forecast model is obtained by adding the results 

of the seasonal ARIMA (1,1,1)(0,1,1)[3] forecast with the results of the SVR forecast. 
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Figure 6. Comparison of ARIMA Residuals and SVR Forecast  

3.3 ARIMAX-SVR Hybrid Modeling 

The ARIMAX model is built by adding covariates of harvested area (X1) and the ASF dummy (X2) 

when building the model. The regression analysis revealed that the covariates significantly affected paddy 

production, with an R-squared value of 0.9526. This suggests that 95.26% of the variation in paddy 

production can be attributed to data on harvested area and the ASF data collection method, while the 

remaining 4.74% is influenced by other factors. The next step is to build an ARIMAX model based on 

tentative ARIMA models. The ARIMAX model is presented in Table 8. 

Table 8. ARIMAX Model Identification 

Model AIC Parameters  Coefficients p-value Significance of The Model 

Seasonal ARIMAX 

(0,1,3)(0,1,1)[3] 
106.73 

MA (1)     -0.4148 0.0029 Significant 

MA (2) -0.3133 0.0127 Significant 

MA (3) -0.2718 0.0342 Significant 

SMA (1) -0.2084 0.1019 Not Significant 

X1  4.8037 < 2.2 x 10-16 Significant 

X2 -0.4203 0.3286 Not Significant 

Seasonal ARIMAX 

(1,1,1)(0,1,1)[3] 
105.57 

AR (1)  0.5444 1.346 x 10-7 Significant 

MA (1)     -0.9999 < 2.2 x 10-16 Significant 

SMA (1) -0.3256 0.0007 Significant 

X1  4.8018 < 2.2 x 10-16 Significant 

X2 -0.3938 0.3613 Not Significant 

Seasonal ARIMAX 

(1,1,1)(2,1,0)[3] 
106.18 

AR (1) 0.5478 1.735 x 10-7 Significant 

MA (1) -1.0000 < 2.2 x 10-16 Significant 

SAR (1) -0.3957 0.0009 Significant 

SAR (2) -0.1419 0.2424 Not Significant 

X1 4.8060 < 2.2 x 10-16 Significant 

X2 -0.4963 0.2764 Not Significant 

The AIC value comparison results show that the seasonal ARIMAX (1,1,1)(0,1,1)[3] model has the 

minimum AIC value, and all parameter estimates except the coefficient of X2 are significant. The diagnostic 

checks for the seasonal ARIMAX (1,1,1)(0,1,1)[3] are presented in Table 9. The Ljung-Box test has a p-value 

more than 𝛼 = 0.05. This means that the residual white noise. The Jarque Bera test has a p-value less than 𝛼 

= 0.05, which means that the residuals are not normally distributed. 

Table 9. ARIMA Diagnostic Check 

Test Statistics p-value 

Ljung-Box 0.9699 

Jarque Bera 0.0005 

The overfitting model was checked with the seasonal ARIMAX (2,1,1)(0,1,1)[3]. The AR (2) 

parameters and the coefficient of X2 were not significant. Moreover, its AIC value (107.30) was greater than 

that of the seasonal ARIMAX (1,1,1)(0,1,1)[3] model. Therefore, the seasonal ARIMAX (1,1,1)(0,1,1)[3] 

was proposed as the best model. 

Then, the residuals of the seasonal ARIMAX (1,1,1)(1,1,0)[3] model are tested for non-linearity. The 

non-linearity test in Table 10 shows a linear pattern because the p-value is 0.41 > α (0.05). The findings 

suggest that the ARIMAX is sufficient to forecast the data, so there is no need for SVR modeling. However, 
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SVR modeling is still carried out to see if there is an improvement in accuracy compared to the findings from 

the ARIMAX analysis. The input used is the residual of the seasonal ARIMAX (1,1,1)(0,1,1)[3] model.  

Table 10. Non-linearity Test of ARIMAX Residuals  

Residual p-value Pattern 

Seasonal ARIMAX (1,1,1)(0,1,1)[3] 0.4461 Linear 

Based on Table 11, the smallest RMSE occurs when 𝐶 = 23;  𝛾 = 22;  𝜀 = 0.05. The ARIMAX-SVR 

hybrid forecast model is obtained by adding the results of the seasonal ARIMAX (1,1,1)(0,1,1)[3] forecast 

with the results of the SVR forecast. 

Table 11. Grid Search Process of SVR Using ARIMAX Residuals Input 

Combination  C 𝜸 𝜺 RMSE 

1 2−7 2−3 0.05 0.399131 

: : : : : 

691 23 22 0.05 0.344228 

: : : : : 

726 23 27 0.1 0.436876 

The graph in Fig. 7 shows that the SVR model's forecast results followed the seasonal residual pattern 

of ARIMAX (1,1,1)(0,1,1)[3]. This indicates that SVR successfully captured the nonlinear pattern that 

remained after the linear component had been handled by ARIMAX. The ARIMA-SVR hybrid forecast 

model is obtained by adding the results of the seasonal ARIMA (1,1,1)(0,1,1)[3] forecast with the results of 

the SVR forecast 

 

Figure 7. Comparison of ARIMAX Residuals and SVR Forecast  

3.4 Performance Evaluation 

The forecast accuracy for evaluating the performance of the seasonal ARIMA, ARIMAX, 

ARIMA-SVR, and ARIMAX-SVR hybrid models is shown in Table 12. Numerically, SVR modeling 

of seasonal ARIMA residuals did not improve accuracy, as the RMSE and MAPE values for the 

seasonal ARIMA model testing data were smaller than those for the seasonal ARIMA-SVR hybrid 

model. Therefore, in this case, SVR modeling of seasonal ARIMA residuals was not considered 

particularly necessary.  

Conversely, SVR modeling of seasonal ARIMAX residuals successfully improved model 

performance, as evidenced by the RMSE and MAPE values in the seasonal ARIMAX-SVR hybrid 

model being smaller than those in the seasonal ARIMAX model. Thus, in this case, SVR modeling of 

seasonal ARIMAX residuals was considered quite necessary. Among them, the seasonal ARIMAX 

(1,1,1)(0,1,1)[3]-SVR hybrid model is identified as the most effective, achieving the lowest RMSE and 

MAPE values.  

Table 12. Accuracy of The Model 

                                        Model 
RMSE  MAPE (%) 

Training Testing  Training Testing 

Seasonal ARIMA (1,1,1)(0,1,1)[3] 1.830 4.536  6.991 23.739 

Seasonal ARIMA (1,1,1)(0,1,1)[3]-SVR Hybrid 1.825 4.699  6,896 24.799 
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                                        Model 
RMSE  MAPE (%) 

Training Testing  Training Testing 

Seasonal ARIMAX (1,1,1)(0,1,1)[3] 0.413 0.385  1.436 1.832 

Seasonal ARIMAX (1,1,1)(0,1,1)[3]-SVR 

Hybrid  

0.389 0.304  1.309 1.473 

To further ensure that the difference in model performance was statistically significant, the Diebold-

Mariano (DM) test was conducted. This test compared the errors of two forecasting models against the actual 

data. Table 13 shows that the SVR model significantly improves the performance of seasonal ARIMAX but 

has minimal impact on seasonal ARIMA. 

Table 13. DM Test 

Model p-value 
Accuracy Differences 

Between Models 

Seasonal ARIMA (1,1,1)(0,1,1)[3]  Vs 

Seasonal ARIMA(1,1,1)(0,1,1)[3]-SVR 
0.9998 Not Significant 

Seasonal ARIMA (1,1,1)(0,1,1)[3]  Vs 

Seasonal ARIMAX(1,1,1)(0,1,1)[3] 
0.0039 Significant 

Seasonal ARIMA (1,1,1)(0,1,1)[3]  Vs 

Seasonal ARIMAX(1,1,1)(0,1,1)[3]-SVR 
0.0038 Significant 

Seasonal ARIMAX (1,1,1)(0,1,1)[3]  Vs 

Seasonal ARIMAX(1,1,1)(0,1,1)[3]-SVR 
0.0123 Significant 

Seasonal ARIMA (1,1,1)(0,1,1)[3]-SVR Vs 

Seasonal ARIMAX(1,1,1)(0,1,1)[3]-SVR 
0.0032 Significant 

A comparison between the actual data and the predicted results for both the training and testing datasets 

is presented in Figs. 8 – 9. The results show that the seasonal ARIMA-SVR hybrid model does not 

significantly improve predictions compared to the regular seasonal ARIMA model. Likewise, the forecasts 

from the seasonal ARIMAX-SVR hybrid model are only slightly better than those from the seasonal 

ARIMAX model alone. However, both seasonal ARIMAX and seasonal ARIMAX-SVR hybrid outperform 

seasonal ARIMA and seasonal ARIMA-SVR hybrid. 

 
                                                    (a)                                                                (b) 

Figure 8. The Comparison of  Forecast Seasonal ARIMA and Actual Data (a), The Comparison of Forecast 

Seasonal ARIMA-SVR Hybrid and Actual Data 

 
(a)                                                                (b) 

Figure 9. The Comparison of  Forecast Seasonal ARIMAX and Actual Data (a), The Comparison of Forecast 

Seasonal ARIMAX-SVR Hybrid and Actual Data 
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3.5 Forecasting with Best Model 

The seasonal ARIMAX (1,1,1)(0,1,1)[3]-SVR  hybrid model was used to forecast paddy production 

values. Table 14 shows the results of paddy production forecasting from sub-round 1 (January-April) 2025, 

to sub-round 3 (September-December) 2026. The forecast results show a decrease in paddy production from 

23.413 million tons of dry unhusked paddy in sub-round 1 in 2025 to 22.161 million tons of dry unhusked 

paddy in sub-round 1 in 2026. Meanwhile, sub-rounds 2 and 3 in 2025 experienced an increase compared to 

the same period in 2026.  

Table 14. Forecasting of Paddy Production 

Period Forecast Value (million tons) 

Sub-round 1 2025 23.413 

Sub-round 2 2025 18.094 

Sub-round 3 2025 13.867 

Sub-round 1 2026 22.161 

Sub-round 2 2026 18.601 

Sub-round 3 2026 14.537 

The time series plot of the forecast value for the next 6 periods is shown in Fig. 10. The green line 

represents the seasonal ARIMAX-SVR hybrid forecast, while the blue dotted line indicates the historical 

average production, and the red dotted lines mark the historical minimum and maximum ranges as reference 

points for reasonable values.  

 

Figure 10. Forecast Plot for Paddy Production in Sub-round 1 2025 to Sub-round 3 2026 

The forecast figures from the seasonal ARIMAX-SVR hybrid model are within the historical range, 

i.e., between the minimum and maximum values of actual past data. In general, it can be concluded that the 

predictions are within reasonable limits, indicating that the model has learned the pattern stably. 

4. CONCLUSION 

Significantly, the seasonal ARIMAX-SVR hybrid produces more accurate forecasts than other models. 

This improvement can be attributed to the inclusion of harvested area covariates and ASF dummy variables, 

which significantly enhance predictive performance within the seasonal ARIMAX model to forecast paddy 

production. Furthermore, applying SVR to the residuals of the seasonal ARIMAX model effectively captures 

remaining linear patterns that were previously undetected. As a result, the seasonal ARIMAX-SVR hybrid 

model was identified as the most appropriate forecasting approach to forecast paddy production. Future 

research could incorporate additional covariates such as climatic conditions (rainfall variability, extreme 

temperatures, droughts) that likely influence paddy production trends. Integrating these factors into models 

like ARIMAX or hybrid approaches may improve forecast accuracy and provide deeper insights into paddy 

production dynamics, supporting evidence-based policies for sustainable food security. 
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