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Article Info ABSTRACT

One clustering method for panel data is K-Means Longitudinal (KML), which considers
only a single trajectory per subject over time. To address this limitation, KML was
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1. INTRODUCTION

Cluster analysis is a statistical method that specifically groups data into several clusters in such a way
that the level of similarity among objects within the same cluster is maximized, while the similarity among
clusters is minimized [1]. Based on its working mechanism, cluster analysis is divided into two main groups,
namely hierarchical clustering and non-hierarchical clustering. Hierarchical clustering works by grouping
objects in a structured manner based on their similarity, whereas non-hierarchical clustering assigns objects
into predefined clusters [2]. One of the most popular and widely used methods in non-hierarchical clustering
for research related to cluster analysis is the K-Means method. Because, in terms of its algorithm, it can be
implemented simply and has powerful functionality [3].

In general, the K-Means method can only be applied to cross-sectional data, which refers to data
observed or measured at a specific point in time. Based on the observation period, there are three types of
data: cross-sectional data, time series data, and panel data. Panel data is a data structure consisting of three
dimensions: objects, indices, and time, which can be viewed as an extension of cross-sectional data in the
time dimension [4]. Panel data, also known as longitudinal data, has a unique characteristic of repeated
measurements of the same objects [5]. The study by [6] shows that the K-Means clustering method can also
be applied to panel data, known as the K-Means longitudinal (KML) method.

KML is a panel data clustering method that specifically uses the K-Means algorithm to work on panel
data trajectories. This method uses a naive-based approach to objects, where the relationship between
measurements over time is not modeled [7]. The KML approach clusters univariate longitudinal data,
considering only one trajectory per subject over time. Consequently, [8] developed KML3D to cluster joint
or multivariate longitudinal data, where multiple trajectories (variables) are measured simultaneously per
subject. This method is essentially the same as KML in its core clustering mechanism, differing only in the
preprocessing stage to handle multiple trajectories and in the output interpretation. The development of KML
and KML3D offers new perspectives on clustering panel or longitudinal data through a non-hierarchical
clustering approach, specifically utilizing K-means.

Several studies that have used the KML and KML3D methods in analytical research include: the study
conducted by [9] to cluster opioids based on their clinic types. Similarly, [10] used the KML method in their
research to cluster longitudinal antibody data. Furthermore, [11] applied the KML3D method in their research
to characterize plasma metabolic responses for longitudinal data. Another study that used this method is [12],
which is clustering Indonesian’s provinces based on the Human Development Index (HDI), from 2010-2019.

In cluster analysis, the presence of outliers in the data negatively affects the performance of the
clustering algorithm used [13]. Both the KML and KML3D methods adopt the K-Means algorithm, whose
performance can be affected by the presence of outliers. According to [14], the K-Means algorithm has
limitations when dealing with data that contains outliers. The study conducted by [15] comparing the
performance of K-Means and K-Medoids, and Hierarchical Clustering shows that K-Medoids are more robust
to outliers in the dataset. Likewise, [16] in their research compared the performance of K-Means and K-
Medoids on data containing outliers. The results showed that the K-Medoids algorithm performed better than
K-Means. Based on these studies, K-Medoids is considered more robust to the presence of outliers. Therefore,
the K-Medoids is proposed within the KML3D framework as KML3D K-Medoids to address outliers in panel
data clustering in this study.

Based on the explanation above, this study aims to compare the KML3D K-Means and KML3D K-
Medoids methods for clustering multivariate panel data with the presence of outliers. The clustering is
performed on social and welfare statistical panel data from 34 provinces in Indonesia, measured over eight
years (2016-2023). The comparison between the two methods and the evaluation of the optimal number of
clusters are conducted using the Calinski-Harabasz index [17]. The method that yields the highest Calinski-
Harabasz value is considered the most optimal in this study.
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2. RESEARCH METHODS
2.1 Data

Data in this study consists of national social and welfare statistics from 34 provinces, sourced from the
annual publication of the Central Bureau of Statistics (BPS) [18]. This is panel data observed over eight years
(2016-2023) with ten (10) numerical variables. The following table presents the variables used in this study.

Table 1. Research Variables
Variables Explanation
The ratio of elementary school facilities under the Ministry of Education

X1 and Culture per 1,000 residents

¥ The ratio of higher education facilities under the Ministry of Education,
2 Culture, Research, and Technology per 1,000 residents

X3 The ratio of general hospital facilities per 1,000 residents

X, The percentage of toddlers who have received complete immunization

Xs The percentage of women using family planning

X, The percentage of households with access to proper sanitation

X, The percentage of households with access to drinking water sources

Xg The crime rate ratio per 1,000 residents

X, The percentage of the population living in poverty

X0 Human Development Index

2.2 Exploratory and Pre-Processing

Exploration aims to show a general overview of the data through visualization using graphs, while pre-
processing is carried out as an initial step in clustering analysis. Visualization is performed using boxplots to
observe the distribution of outliers for each variable. Additionally, a time series plot is used to identify data
patterns over time. In the pre-processing stage, standardization is also conducted. Standardization is
performed to reduce bias in clustering analysis caused by significant differences in scale among the variables
used [19]. The standardization process for panel data follows the approach outlined in [8].

The next pre-processing stage is to transform the multivariate panel data format into a two-dimensional
table. This table represents the row elements as the observed objects, and the column elements as the time
length, where each time point has a certain number of variables used. The following is the form of the pre-
processing stages in panel data introduced by [20].

Table 2. Pre-Processing Data

Objects Time 1% Time t"
X, X, X, .. X X, .. X
1 X11 X1 X1p X11 X1 X1p
2 X3q X3 Xop X3q X2 Xop
n Xn1 Xn2 e xnp vee Xn1 Xn2 v xnp

After the pre-processing steps described in Table 2, the next step is to create a joint trajectories matrix
[8]. This joint trajectories matrix consists of a collection of trajectory variables that include observation units,
time, and variables. The structure of this joint trajectories matrix can be expressed using Eq. (1).

Xiix, Xi2x, - Xitxy
Xi1tx, Xi2x, - Xitx,

Xi,, = : : : : (1)
Xitx, Xizx, - Xitx,

2.3 Panel Data Clustering with KML3D

The clustering of panel data in this study refers to trajectory clustering, as stated by [8], and is referred
to as k-means longitudinal 3D (KML3D). This method operates by designing the K-Means algorithm to
specifically work on joint trajectories. In principle, the working mechanism of the algorithm in this method
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is similar to the K-Means algorithm in cluster analysis of cross-sectional data. The only difference lies in the
specially designed distance measure, which is the Euclidean distance. This distance measures two objects in
the form of joint trajectory matrices, as shown in Eq. (1). Suppose that there are two objects in the form of
trajectory matrices, namely, X and X, , then the distance between these two objects is defined as the norm
of the combination of distance vectors measured using the Euclidean distance based on their time points. The
distance equation is written as follows:

d(X1,X3) = ||(d1.(x11.:x21.):dz.(x12.: X22.), ---:dt.(xu.'xza))”' (2)
where:
(X1.,X2) : Object1and object 2.
d;. : The Euclidean distance between values in X; and X, at the same
time ¢t for each variable.
X1t : The value of the first element in X; _at time ¢ for each variable.
Xot : The value of the first element in X, at time t for each variable.

The distance in Eg. (2) is then applied to the K-Means and K-Medoids algorithms to measure the
distance between two objects in trajectory clustering or KML3D. In its implementation, KML3D K-Means
uses the mean as its centroid, whereas KML3D K-Medoids uses the median as its centroid.

The procedure for KML3D trajectory clustering in this study is as follows:

1. Preparing the panel data.

2. Conducting descriptive statistical exploration.

3. Converting the panel data format into a long cluster data format.

4. Setting the range of the optimal number of clusters (k = 2 to k = 10).

5. Performing KML3D clustering using the mean as the centroid for KML3D K-Means and the
median as the centroid for KML3D K-Medoids.

6. Calculating the Calinski-Harabasz (CH) index for the clustering results of KML3D K-Means and
KML3D K-Medoids.

7.  Selecting the optimal number of clusters k based on the highest CH index from both methods.

8. Obtaining the final clustering results using the optimal k.

9. Interpreting the clustering results.

2.3.1 K-Means Clustering Algorithm

K-Means is a distance-based clustering algorithm that works by dividing data into a number of clusters
or groups [21]. K-Means is a part of non-hierarchical methods that operate by partitioning existing data into
one or more groups [22]. The stages of the K-Means algorithm in this study follow the general steps as
described by [23].

2.3.2 K-Medoids Clustering Algorithm

K-Medoids is a clustering method that uses the median within a cluster, with medoids serving as
representative objects of the cluster [24]. According to [25], K-Medoids can overcome the weakness of K-
Means, which tends to be sensitive to outliers that may deviate from the data distribution. The stages of the
K-Medoids algorithm in this study follow the general steps as implemented by [26].

2.4 Cluster Validation

Cluster evaluation is conducted to determine the best method based on the comparison of the average
Calinski-Harabasz (CH) index values from both methods, while the optimal number of clusters is also
determined based on the Calinski-Harabasz index. Calinski-Harabasz [17] is an index that calculates the ratio
between the Sum of Squares Between clusters (SSB) as separation and the Sum of Squares Within clusters
(SSW) as compactness, multiplied by a normalization factor, which is the difference between the number of
data points and the number of clusters divided by the number of clusters (g) minus one. A higher CH value
indicates a better clustering solution [27]. The CH index is formulated by:

_ trace SSB y N—-g
~ trace (SSW) " g—1"

(3)
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3. RESULTS AND DISCUSSION

Before performing cluster analysis, data exploration and pre-processing are conducted as initial steps
in the panel data clustering analysis.
3.1 Exploratory and Pre-Processing

The results of data exploration, specifically the time series plot of each variable over time, are shown
in Fig. 1. From Fig. 1, it can be observed that each variable exhibits a different time series pattern.
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Figure 1. Plot Description of Time Series of Variables
(Source: ggplot RStudio)

Based on the trajectory plots of ten social and welfare indicators (X; to X;,) observed across 34
Indonesian provinces from 2016 to 2023, notable temporal and regional disparities are evident. Several
variables, such as X, (access to proper sanitation) and X;, (Human Development Index), exhibit consistent
upward trends across most provinces, indicating national progress in infrastructure and development
outcomes. In contrast, X5 (family planning participation) generally declines, and Xg (crime rate) shows
irregular patterns, reflecting region-specific socio-political dynamics. While variables like X; (elementary
education) and X, (higher education) remain relatively stable, disparities persist, particularly in
underdeveloped regions such as Papua, which records consistently low values in X5, X¢, X7, and X;,, and
high poverty levels (Xo). Conversely, provinces like DKI Jakarta, DI Yogyakarta, and Bali demonstrate strong
and stable trajectories in education, health, and human development indicators (e.g., X5, X4, X¢, X7, Xg, X10)-
Meanwhile, West Nusa Tenggara, West Java, and Banten fall behind in healthcare and safety indicators, and
Aceh and Central Java show limited progress in immunization and higher education.

Furthermore, the plots in Fig. 1 reveal differences in measurement scales across the variables.
Additionally, some provinces exhibit significant variation in certain variables compared to others. Therefore,
standardization is necessary to address these differences, and an outlier plot is required to identify outliers in
each variable. The distribution of outliers for each standardized variable is illustrated in a boxplot in Fig. 2.
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Standardized values

Variables

Figure 2. Plot of the Distribution of Outlier Values for Each Variable
(Source: ggplot RStudio)

Based on Fig. 2, it can be seen that almost all variables (except X; and X,) have values that deviate
significantly (red points) from the other observed data. This is referred to as outliers. According to [28], the
presence of outliers affects the formation of coherent clusters.

3.2 Optimal Cluster

In the analysis of non-hierarchical clustering, such as K-Means and K-Medoids, the determination of
the optimal number of clusters is made beforehand, prior to running the clustering algorithm. One of the
methods for evaluating the optimal number of clusters is the Calinski-Harabasz index. Table 3 presents the
determination of the optimal number of clusters for the KML3D K-Means and KML3D K-Medoids methods
in panel data clustering.

Table 3. CH Index of Cluster Optimal
Calinski — Harabasz Index

k cluster KML3D KML3D
K-Means K-Medoids
2 5.69483 5.69483
3 5.57220 6.93331
4 5.97505 6.48833
5 5.46124 5.43313
6 5.75985 5.87772
7 4.99992 5.78954
8 4.82053 4.27558
9 5.19941 4.93439
10 5.24943 493162

These results suggest that KML3D K-Medoids yields a more optimal number of clusters compared to
KML3D K-Means, based on the Calinski-Harabasz Index.

3.3 Cluster Results

Based on the selection of the optimal number of clusters in Table 3, it was found that the KML3D K-
Medoids method yielded the highest Calinski-Harabasz (CH) index value at k = 3. Therefore, the KML3D
K-Medoids method is selected to cluster the social and welfare statistics panel data from 34 provinces
measured over eight years (2016-2023). The clustering results using KML3D K-Medoids are presented in
Table 4.



BAREKENG: J. Math. & App., vol. 20(1), pp. 0439- 0452, Mar, 2026. 445

Table 4. Cluster Results

Number of cluster

Cluster member
members

Cluster

Riau, Riau Islands, DKI Jakarta, West Java, Central Java, DI
Yogyakarta, East Java, Banten, Bali, West Nusa Tenggara, East
Kalimantan, North Kalimantan, Southeast Sulawesi.
Aceh, North Sumatera, West Sumatera, East Nusa Tenggara,
Central Sulawesi, South Sulawesi, Gorontalo, West Sulawesi,
Maluku, North Maluku, West Papua, Papua
Jambi, South Sumatera, Bengkulu, Lampung, Bangka Belitung
Islands, West Kalimantan, Central Kalimantan, South
Kalimantan, North Sulawesi,

1 13

2 12

Based on the clustering results presented in Table 4, provinces grouped within the same cluster share
similar characteristics according to the panel data on social and welfare statistics used in this study. Cluster
1 comprises the largest number of provinces, totaling 13, followed by Cluster 2 with 12 provinces, and Cluster
3 with 9 provinces. In terms of geographical distribution, Cluster 1 is dominated by all provinces on the island
of Java, along with two provinces from Sumatra (Riau and Riau Islands), Bali, West Nusa Tenggara, two
provinces from Kalimantan (East Kalimantan and North Kalimantan), and Southeast Sulawesi from the
Sulawesi region. Cluster 2 is primarily composed of provinces from the eastern part of Indonesia, including
five provinces from Sulawesi, East Nusa Tenggara, Maluku, North Maluku, Papua, and West Papua, as well
as three provinces from Sumatra (Aceh, North Sumatra, and West Sumatra). Lastly, Cluster 3 consists of six
provinces from Sumatra and its surrounding areas, three from Kalimantan (West Kalimantan, Central
Kalimantan, and South Kalimantan), and one from Sulawesi (North Sulawesi).

3.4 Cluster Medoids Distribution

After obtaining the clustering results as presented in Table 4, the next step is to visualize the distribution
patterns in order to gain insights into the spread of values within each formed cluster for every variable. This
can be illustrated through the following Fig. 3.
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Figure 3. Cluster Modeoids Distribution
(Source: ggplot RStudio)

The distribution of medoid values for each variable across the three identified clusters is illustrated in
Fig. 3. The red horizontal line within each facet represents the global mean of the corresponding variable,
calculated across all clusters. For variable X;, the distribution of Cluster 2 lies substantially above the global
mean, indicating a higher overall value of this variable within this cluster. Cluster 3 centers around the global
mean, while Cluster 1 consistently falls below it, suggesting lower values of X, in this group. For X, Cluster
2 again shows higher values above the global mean, while Clusters 1 and 3 fall below it, with Cluster 3 having
the lowest median values. This pattern points to Cluster 2 being associated with superior outcomes in the
dimension represented by X,. In the case of X5, all three clusters are more evenly distributed around the
global mean, although Cluster 2 maintains a slight advantage with medoid values that tend to be higher. For
X,, Cluster 1 is situated above the global average, Cluster 3 is aligned closely with it, and Cluster 2 is
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positioned notably below. This reflects relatively better performance of Cluster 1 in the area captured by X,.
In X<, Cluster 3 exhibits a clear elevation above the global mean, Cluster 1 aligns with the average, and
Cluster 2 is lower, suggesting Cluster 3 performs best on this indicator. A similar trend appears in X, where
Clusters 1 and 3 are clustered around the global mean, but Cluster 2 stands out with a distinctly lower
distribution, highlighting a potential area of deficiency. In X, Cluster 1 is well above the global mean,
whereas Cluster 3 is centered around it, and Cluster 2 lies below, indicating a potential advantage of Cluster
1. For Xg, all three clusters exhibit distributions near the global mean, though Cluster 2 tends to show slightly
higher values, whereas Cluster 1 maintains lower medoid values. In X,, the lowest values are concentrated in
Cluster 3, while Clusters 1 and 2 are somewhat higher but still distributed below the global average, pointing
to underperformance across all clusters in this variable. Finally, X;, reveals that Cluster 1 consistently lies
above the global mean, Cluster 3 is close to the mean, and Cluster 2 falls below, suggesting Cluster 1 is
relatively more advanced in the development dimension represented by X;,.

3.5 Cluster Trajectories

In the context of panel data clustering, it is also important to examine the clustering results in the form
of time series patterns. Cluster trajectories plots are used to illustrate the changes in cluster averages over
time for each variable.
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Figure 4. Plot of Cluster Trajectories
(Source: ggplot RStudio)

The temporal trajectories of average medoids for each cluster across ten observed variables (X; to X;,)
over the period from 2016 to 2023 are presented in Fig. 4. These trajectories provide insights into the dynamic
patterns of social and welfare indicators among the clusters formed in the study. For variable X;, the
trajectories show that Clusters 1 and 2 maintain relatively higher and stable values throughout the period,
while Cluster 3 consistently lags behind, indicating that provinces in Cluster 3 tend to have less favorable
conditions related to this indicator. A similar pattern appears in X,, where Clusters 1 and 2 again dominate
with higher average values, whereas Cluster 3 remains at a lower level across the years, suggesting structural
disadvantages in that cluster for the corresponding aspect. The trends in X5 are more stratified, with Cluster
2 showing the most prominent increase over time, followed by Cluster 1 and then Cluster 3, which displays
slower growth. This pattern implies differentiated progress in the indicator represented by X5, where Cluster
2 demonstrates relatively stronger performance. In contrast, X, exhibits an interesting dynamic: although all
clusters experience an increasing trend, Cluster 3—initially at the lowest point—shows a sharp rise starting
around 2016, eventually converging with the other clusters. This indicates notable improvement in the
provinces within Cluster 3, possibly as a result of targeted interventions or policy reforms. A reversal in
pattern is observed in X5, where Cluster 3 consistently maintains the highest average values, and Clusters 1
and 2 remain below throughout the period. This suggests that Cluster 3 holds comparative advantages in this
particular dimension. The pattern continues in X, and X, where Cluster 3 outperforms the other clusters with
higher values across time, indicating that the provinces in this cluster may excel in specific social or welfare-
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related aspects covered by these variables. In Xg, the trajectories reveal a different development. All clusters
experience a decline followed by a recovery, with Cluster 1 showing the most pronounced dip before
returning to its previous level. This fluctuation may reflect temporary shocks or disruptions affecting the
provinces in Cluster 1. The pattern in Xg is relatively stable across clusters, though Cluster 2 tends to slightly
outperform the others, suggesting marginal yet consistent differences. Finally, X;, shows a steady increase
across all clusters, but Cluster 3 maintains a consistently higher trajectory, indicating continuous
improvement and sustained advantage in the dimension represented by this variable. Overall, the trajectory
patterns demonstrate that the clusters are not only distinct in terms of their baseline characteristics but also in
their developmental progress over time.

3.6 Cluster Characteristics

Characteristics of the cluster obtained using quartile calculations. If the value is less than or equal to
Q., it is classified as “low”. If the value is greater than @, and less than or equal to Q,, it is classified as
“medium”. Finally, if the value is greater than @, and less than or equal to Qs, it is classified as “high”. The
results of the categorization of the characteristic variables for each cluster are presented in Table 5.

Table 5. Characteristic Variable Categories

Categories
Cluster B .
Low Medium High
1 Xl,X3,X8,X9 XS X21X41X61X7!X10
2 X41X5!X6!X10 X7 Xl!X21X31X81X9
3 X21X31X71X9 X11X4-7X67X81X10 X5

Cluster 1 is characterized by relatively strong performance in infrastructure and basic service access.
Provinces in this cluster exhibit high values in variables such as the ratio of higher education facilities (X,),
the percentage of toddlers receiving complete immunization (X,), access to proper sanitation (Xg), access to
drinking water sources (X,), and the Human Development Index (X;,). These indicators suggest that the
regions in this cluster are well-equipped in terms of health services and educational facilities, and show
notable achievements in key aspects of human development. Variable X;—representing the percentage of
women using family planning—falls into the medium category, implying a moderate level of reproductive
health outreach. However, the provinces in Cluster 1 record low values in variables such as the availability
of elementary schools (X;), general hospital facilities (X3), the crime rate (Xg), and the poverty rate (Xy). The
low crime rate (Xg) may reflect a positive condition, but low values in education and hospital infrastructure
suggest potential areas for investment to complement otherwise strong social indicators.

Cluster 2 demonstrates a profile of mixed development, with both high-performing and lagging
indicators. High scores are observed in variables such as access to elementary and higher education facilities
(X7 and X,), general hospital availability (X3), lower crime rates (Xg), and lower poverty levels (Xj),
reflecting a favorable combination of education, health, safety, and economic well-being. The percentage of
households with access to drinking water (X-) is categorized as medium, suggesting ongoing efforts in
infrastructure provision. Nonetheless, this cluster shows low values in variables such as immunization
coverage (X,), family planning participation (Xs), access to sanitation (Xg), and the Human Development
Index (X;0). These deficiencies highlight the need for social protection programs, improved hygiene
infrastructure, and targeted interventions in maternal and child health services.

Cluster 3, on the other hand, reflects transitional or intermediate development conditions. Most of the
variables—including X;, X,, X¢, X35, and X, ,—fall into the medium category, suggesting a balanced level of
development without pronounced strengths or weaknesses. Provinces in this cluster exhibit high values in the
percentage of women using family planning (Xs), indicating relative success in reproductive health services.
However, this cluster records low levels in key infrastructure and social protection variables such as access
to higher education (X,), hospital availability (X3), drinking water access (X-), and a relatively high crime
rate (Xo). These conditions point to challenges in both health service capacity and public safety, while also
suggesting opportunities for targeted policy interventions to enhance access and resilience.

Since this is panel data involving a time dimension—specifically, years—it is necessary to examine
the growth rate of each variable within each cluster. The growth rate reflects the annual percentage increase
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or decrease in the value of each variable for a given cluster [12]. A high growth rate indicates that the variable
is developing more rapidly, whereas a low growth rate suggests slower progress in that indicator.

Table 6. Growth Rate of Variables

Cluster 1 2 3
X, -0.57 -1.09 -0.95
X, -0.41 -1.01 -0.89
X; 3.93 1.59 3.32
X, 4.61 4.60 3.94
Xz -1.22 -1.85 -0.79
Xe 1.57 3.15 2.07
X, 0.59 1.30 2.45
Xg 0.54 -3.30 -5.21
Xo -1.30 -1.75 -2.04
X10 0.83 1.02 0.95

Based on Table 6, cluster 1 demonstrates a mixed trajectory in terms of annual growth across social
and welfare indicators. Educational infrastructure indicators show declining trends, with the ratio of
elementary school facilities (X;) decreasing by —0.57% annually, and higher education facilities (X,)
declining by —0.41%. In contrast, general hospital facilities (X3) exhibit a strong annual growth of 3.93%,
signaling a positive shift in health service capacity. Immunization coverage (X,) grows steadily at a rate of
4.61%, reflecting consistent public health initiatives. However, participation in family planning (Xs) shows
a negative growth rate of —1.22%, suggesting decreasing engagement. Sanitation access (Xg) and drinking
water access (X-) grow at moderate annual rates of 1.57% and 0.59%, respectively, indicating incremental
improvements in basic services. The crime rate (Xg) experiences a slight annual increase of 0.54%, while
poverty (Xg) declines at a rate of —1.30%, highlighting gradual socio-economic advancement. The Human
Development Index (X;,) increases steadily at 0.83% per year, suggesting sustained improvements in overall
well-being. Cluster 2 shows more pronounced negative growth patterns, particularly in educational and
reproductive health indicators. The elementary school facility ratio (X;) has the sharpest decline among
clusters at —1.09%, while higher education facilities (X,) decrease by —1.01% per year. General hospital
facilities (X3) grow modestly at 1.59%, slower than other clusters, possibly limiting service expansion.
Immunization coverage (X,) improves consistently with an annual increase of 4.60%. Family planning
participation (Xg) experiences the steepest annual decline (—1.85%), reflecting significant barriers or
decreasing public engagement. Sanitation (X;) improves at 3.15% per year, one of the higher rates across
clusters, while access to drinking water (X,) increases at a slower rate of 1.30%. The crime rate (Xg) drops
considerably by —3.30% annually, suggesting a notable improvement in public safety conditions. Poverty
(X9) decreases moderately by —1.75% per year, and the Human Development Index (X;,) exhibits the highest
annual growth rate among clusters at 1.02%, indicating proactive development interventions despite low
starting conditions. Cluster 3 reflects relatively favorable dynamics in growth trends across several key
dimensions. The family planning indicator (X5) shows a mild annual decline of —0.79%, indicating a slight
reduction in participation. Immunization (X,) and sanitation (Xg) grow at 3.94% and 2.07% per year,
respectively, suggesting improved healthcare access. Drinking water access (X;) demonstrates the highest
annual increase (2.45%) among clusters, highlighting infrastructure gains. Despite moderate baseline levels,
elementary (X;) and higher education facilities (X,) are both declining annually by —0.95% and —0.89%,
respectively, which may warrant further policy attention. Notably, the crime rate (Xg) exhibits the sharpest
decline (—5.21%) across all clusters, indicating substantial gains in safety and security. Poverty (Xg) declines
at —2.04% per year, representing the most rapid reduction among clusters. The Human Development Index
(X10) increases consistently at 0.95% annually, reflecting continued improvements in multidimensional
aspects of development.
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Cluster D 1 . 2 D 3

Figure 5. Cluster Map
(Source: ggplot RStudio)

Based on the cluster map in Fig. 5, Cluster 1, representing the more prosperous group, is predominantly
located in Java and its surrounding areas, including Bali, Riau, and parts of Kalimantan and Sulawesi,
characterized by strong access to infrastructure and higher social development. Cluster 2, classified as the
less prosperous group, encompasses most provinces in the eastern region, including Papua, Maluku, East
Nusa Tenggara, and several provinces in Sulawesi and Sumatra, where access to essential services and
development indicators remains low. Cluster 3, the moderately prosperous group, consists primarily of central
provinces in Sumatra and Kalimantan, reflecting an intermediate level of social welfare performance.

4. CONCLUSION

Based on the results of the panel data clustering analysis for data containing outliers, with a case study
on the panel data of social and welfare statistics from 34 provinces in Indonesia, measured over 8 years
(2016-2013), the following conclusions were obtained:

1. The K-Medoids method implemented through the KML3D algorithm (KML3D K-Medoids)
demonstrated superior performance in clustering panel data containing outliers, as indicated by a higher
Calinski—Harabasz index compared to the K-Means method (KML3D K-Means). This confirms its
robustness and suitability for analyzing multidimensional social and welfare data over time.

2. The clustering analysis identified three distinct clusters of provinces :

Cluster 1 includes provinces such as those in Java, Riau, Riau Islands, Bali, and parts of Kalimantan
and Sulawesi, characterized by strong social and welfare conditions, including high HDI, better
infrastructure, and access to services. Cluster 2 consists mostly of eastern provinces, including Papua,
Maluku, Nusa Tenggara, and several from Sulawesi and Sumatra, which exhibit the lowest performance
in most welfare indicators. Cluster 3 represents moderately performing provinces located primarily in
central Sumatra and Kalimantan, serving as a transitional group between the two extremes.

3. The growth rate analysis across all clusters highlights significant disparities in the pace of social and
welfare development among Indonesian provinces. While Cluster 1 demonstrates moderate and
consistent improvement across key health and infrastructure indicators, Cluster 2 reflects slower
progress and even regression in several areas, particularly education and reproductive health.
Conversely, Cluster 3 exhibits relatively balanced and accelerating growth, especially in sanitation,
crime reduction, and poverty alleviation. These findings underscore the importance of targeted regional
policies that address both the speed and direction of development trajectories to promote equitable
progress nationwide.

4. To improve the social and welfare conditions of lower-performing provinces in Cluster 2, targeted
efforts are needed to enhance key indicators, particularly: Access to higher education (X;), health
infrastructure (X3), child immunization coverage (X,), sanitation (Xg), clean water access (X-), Poverty
reduction (X,), and Human Development Index (X;¢)-
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